[image: image1.png](18 points) The output below is from a logistic regression. The dependent variable
is whether or not someone placed an order from a particular catalog. Two predictor
variables were used, recency (years since the most recent purchase) and freq (number
of previous orders). Neither variable has extreme outliers. Answer the questions below.

Intercept
Intercept and
Criterion only Covariates
A1C 31701.659 26875.329
2 LogL 31699.659 26869.329
Testing Global Null Hypothesis: BET

Test. Chi-Square DF  Pr > ChiSq
Likelihood Ratio 4830.3295 2 <.0001




[image: image2.png]Standard Wald Odds

Parameter DF Estimate  Error Chi-Square Pr > ChiSq Ratio
Intercept 1 -1.5253  0.0339  2021.0297 <.0001
freq 1 0.2048 0.00606 1144.3312 <.0001 1.227
recency 1 -0.5210  0.0120 1871.0745 <.0001

(a) (2 points) Test the overall significance of the model at the .05 level. State the
null and alternative hypothesis, the P-value, and your decision.

(b) (2 points) State the estimated regression equation.

(€) (2 points) Compute the “Odds ratio” value for the recency variable.

(d) (2 points) What is the null and alternative hypothesis that the “Wald Chi-Square”
statistic and “Pr > ChiSq” columns allow you to test”

(€) (2 points) The interpretation of the parameter estimate for freq is (0.2048), for
every additional order, on average, (circle the best answer)

the log-odds ratio (of response) increases by 0.2048

il the log-odds ratio (of response) is multiplied by 0.2048
iii. the odds (of response) increase by 0.2048,
iv. the odds (of response) are multiplied by 0.2048.

(£) (3 points) Suppose that person A has made four previous purchases and that
person B has made only one. Both people have the same value of recency. How
do the odds (ot log odds) of response compare? That is, how much more/less
likely (in terms of odds) is person A to respond than person B?





[image: image3.png](g) (3 points) Compute the estimated probability of response for a customer who has
recency = 1 year and £req = 2 times.

(1) (2 points) Three dunmmy variables were added to this model and all the parameters
were estimated. The fit statistics are given below. Does the new model give a
better fit than the previous one? Which mumbers do you look at to make this
decision? (If you want to do a likelihood ratio test, the 95th percentile of
Chi-Square distribution with 3 degrees of freedom is 7.815.)

Model Fit Statistics

Intercept
Intercept and

Criterion only Covariates

A1C 31701.659 25296.489

-2 Log L 31699.659 25282.489




