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Work through a t-test to compare the means of two groups of data. One possible example is to compare tenure of females to the tenure of males. Select one of the quantitative variables from the Data Set (include all 288 cases) and perform a t-test to determine if the Population mean is equal to 5.0 Ensure that you begin by stating the null and alternative hypothesis. Your final answer should point out if the null is confirmed or rejected and why.

Sometimes the t-test is employ when the samples are dependent. “A sampling method is dependent when the individuals selected to be in one sample are used to determine the individuals to be in the second the second sample”. (Sullivan, 2007). For that reason, samples are considered to be dependent when they are paired or matched somehow. In this case, the data (comparing the tenure of females to the tenure of males) is paired according to some variable of interest (the tenure). “Dependent samples are often referred to as matched-pairs samples”. (Sullivan, 2007).

The null hypothesis (Ho) is stated as follow: Ho: The population mean is equal to 5. The alternative hypothesis (Ha) is stated as follow: Ha: The population mean is not equal to 5. “The null hypothesis is assumed true until evidence indicates otherwise. We are trying to find evidence for the alternative hypothesis”. (Sullivan, 2007). Selecting one of the quantitative variables (tenure) from the Data Set (including 288 cases) and performing a test to determine if the population mean is equal to 5.0 is exhibit as follow: T-test to find out the population mean is 5 is conducted as follow: Test statistic: t equals -75.3422; P value: 0; and Critical t: plus or minus to 1.9683. Founded on these results, the null hypothesis is rejected because the population mean is not equal to 5.
Work through a chi-square test to compare the expected and observed frequencies of two groups within our Unit 1 data set. Ensure that you begin by stating the null and alternative hypothesis. Your final answer should point out if the null is confirmed or rejected and why.

 As known, the chi-square test is any statistical hypothesis test in which the test statistic has a chi-square distribution when the null hypothesis is true or, assuming the null hypothesis is true, can be complete to estimated a chi-square distribution as directly as preferred by creating the sample large enough. “Chi-square is non-parametric test of statistical significance for bivariate tabular analysis (also known as crossbreaks)”. (Connor-Linton, 2003).  Currently, comparing the proportion of female and male participants in the data set, the number of male participants equals 120 and the number of female participants equals 168. “It is symmetric”. (Sullivan, 2007). The null hypothesis is stated as follow: Ho: There is no significant difference in the number of males and females. The alternative hypothesis is stated as follow: Ha: There is significant difference in the number of males and females. Therefore, the level of significance used is 0.05.
Now, working through a chi-square test to compare the expected and observed frequencies of two groups within our Unit 1 data set, the 288 participants were equally distributed, the expected frequency for each is given as follow: Expected frequency equals 288/2=144. Then, x2= [(120-144)2/144] + [(168-144)2/144] Subsequently, x2= 4+4=8. The table value of x2 fir 1 degrees of freedom at 5% level = 5.024 and the other table value of x2 for 1 degrees of freedom at 5% level = 0.001. Since calculated value is greater than table value, the null hypothesis (Ho) is rejected. “Remember that chi-square operates by comparing the actual, or observed, frequencies in each cell in the table to the frequencies we would expect if there were no relationship at all between the two variables in the populations from which the sample is drawn”. (Connor-Linton, 2003). Consequently, the alternative hypothesis is sustained which was stated as follow: There is significant difference in the actual number of male and female participants. 
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