[image: image1.jpg]3.15. Show that (3.5.14) in fact measures the coefficient of determination.
Hint: Apply the definition of r given in (3.13) and recall that ¥ v, =
S Gy 4 14,)% = ¥ 7, and remember (3.5.6).

3.16. Explain with reason whether the following statements are tru¢, false, or.
uncertain:

a. Since the correlation between two variables, ¥ and X, can range from
=110 41, this also means that cov (¥, X) also lies between these limits.

b. If the correlation between two variables is zero, it means that there is
no relationship between the two variables whatsoever.

¢ 1f you regress Y; on ¥; (i.e., actual Y on estimated ), the intercept and
slope values will be 0 and 1, respectively.

3.17. Regression without any regressor. Suppose you are given the model:
Y, = fy + . Use OLS to find the estimator of f,. What is its variance and
the RSS? Does the estimated A, make intuitive sense? Now consider the
twoariable model ¥, = Ay + A: X +u;. Is it worth adding X, to the
model? If not, why bother with regression analysis?

3.18. In Table 3.5, you are given the ranks of 10 students in midierm and final

examinations in statistics. Compute Spearman's coefficient of rank corre-
lation and interpret it.

¢ relationship benveen nominal exchange rate and relative prices. From

“observations from 1980 1o 1994, the following regression

where ¥ = rate of the German mark 1o

‘and X = ratio of the U.S. consumer price index
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