Question
Assume that we are transmitting binary digits over a binary erasure channel which is shown in the following figure, where transmitted digits may be erased. An erasure occurs with probability ε for both inputs symbols. Let p(x = 0) = p and p(x =1) = 1- p.
Calculate the average mutual information I (X;Y) in terms of p.
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PLEASE DO NOT COMPUTE THE MUTUAL INFORMATION! 

I JUST NEED THE CHANNEL MATRIX AND I WILL BE ABLE TO CARRY ON…THANKS!!

