Part A

What Is Data Mining?
In the business world it is important to make effective, accurate and efficient decisions. To do so, we need to collect and analyze data to create models available for the business world. These models include financial models, customer scoring systems, process optimization, forecasting, marketing analytics, and others. Data mining is not a unique science in the business world. It is simply a unique process, another way of accessing and analyzing data to provide valuable information to assist business activity. With the recent rapid development in computing tools, data mining has become even more popular, as the can access and analyze a large amount of data in just a few mili-seconds. 

Data mining is the process of analyzing data from different perspectives and converting it into useful information. (I like this piece, good opening). Business managers use this information to make better business decisions, important decisions that may relate to any aspect of their business, such as increasing revenue, cutting costs, or planning and reorganization. Data mining software is used for compiling this data and is just one of a number of analytical tools for gathering and analyzing the needed data. Data mining allows the users to analyze data from many different dimensions or angles, categorize it, and summarize the relationships that are identified through analysis. Technically, data mining is the process of gathering data and finding correlations or patterns among dozens of fields in large relational databases. 

What Can Data Mining Do? 
Data mining is currently very popular and is used by businesses where there is a strong consumer focus, such as consumer products and services, retail marketers, financial companies, communication outlets, and marketing organizations. With the help of data mining, these companies can determine important relationships between the performance of their business and the factors affecting their business. These factors could be "internal" factors, such as price, product positioning, advertising, promotions, skills of sales team, etc., or they could be "external" factors, such as economic indicators, competition profiles, and customer demographics. Performance parameters for the business could be sales revenues, customer satisfaction, corporate profits, or the stock price of the company, etc. Finally, data mining helps companies get summary information of their detailed transaction level data. For example, using data mining, a retailer can use point-of-sale records of customer purchases to send targeted promotions that are based on an individual's actual purchase history. 

Data mining can be classified into four major categories: Clustering, classifying, estimating and predicting, and affinity grouping.  Pretty much routine, but good to know.

· Clustering: Clustering is a pure example of undirected data mining where the user has no specific agenda and hopes that the data mining tool will reveal an unnoticed or undiscovered, but meaningful, structure.  Companies often split their market into different market segments based on clustering. 

· Classifying: The stored data is used to locate data in predetermined groups. The techniques used for such classification include standard statistics, memory based reasoning, genetic algorithms, link analysis, decision trees, and neural networks. For example, classifying can examine a candidate customer and assign that customer to a pre-determined cluster or group.

· Estimating and Predicting: Estimating and predicting are two similar activities that normally yield a numerical measure of the result of a data analysis. For example, a business may find a set of existing customers who have the same profile as a candidate customer. From the set of existing customers we then can estimate the overall indebtedness of the candidate customer. Prediction is the same as estimation except that the analysis   tries to determine/predict a result that will occur in the future. 

· Affinity Grouping: Affinity grouping is a special kind of clustering that identifies events or transactions that occur simultaneously. A well-known example of affinity grouping is market basket analysis.  

· Data mining is done to identify and anticipate behavior patterns and trends, so a business can take correct action to maximize performance. There are several different techniques used in data mining: Artificial neural networks, genetic algorithms, and decision trees, nearest neighbor method, rule induction and data visualization. 

When to Use Data Mining and When Not To 
Data mining is an excellent aid to help managers make better business decisions. However, if the managers are only willing to make marginal changes to existing ways of doing business, the benefits of data mining will also be marginal and may not be fully appropriate. Data mining predicts the future based on the analysis of past data. Therefore, it is not appropriate for use in businesses where there is no pattern in events. Despite the promises of early data mining evangelists, data mining is not a silver bullet for all decision-making. Successful data mining involves a deep understanding of the business process of a particular industry; the way data is collected by that industry; and domain knowledge of the way business is done in that industry. Unless this knowledge is gathered  along with the data-mining tools, the analysis will only be mechanical in nature and will not reflect a true reality.  ( I like this point, achieving buy-in from throughout the organization early in the process will help achieve this end)

If the quality of the data collected is not good, the data mining again will not be appropriate.  Typically, it's far more valuable to include more variables or columns of data in the analytical process than to have more cases or records. 

When data mining is appropriately used for prediction, the target data must have a value, it should be actionable and the effect of the action should be able to be captured. 

In the information hierarchy, we have data, information, knowledge, and wisdom. Data mining is appropriate for accessing data and converting it into useful information, but it is not appropriate for knowledge management. In data mining we make appropriate models of how the data is analyzed, which method to use, etc. Knowledge involves basically   developing the analytical models. The way data is analyzed also shifts as more and more competition adopts such data mining tools. Thus, to be at the cutting edge, one needs to update the analytical model itself to find new ways to analyze the gathered data. Data mining is not appropriate for that task and will be quite helpful in converting the data into useful information. 

Data Mining is the process of finding hidden patterns and relationships in gathered data [
]. It is a powerful new technology that has great potential to help companies focus on the most important information contained in their data warehouses.

Data mining can answer business questions that traditionally before were too time consuming to resolve.

When the user's questions are vague or general in nature, data mining is needed even more. Such business questions include: "What properties characterize the customers that gave us the most business in the past year?" "What’s likely to happen to MA unit sales next month and why?" or "Which clients are most likely to respond to my next promotional mailing and why?"

Data mining searches databases for hidden relationships to find predictive information that experts may overlook because that information might be beyond their expectations. When implemented on a high performance client/server or parallel processing computers, data mining tools can analyze massive databases to deliver answers to questions like those suggested above. Data mining tools can predict future trends and behaviors, allowing businesses to make needed knowledge-driven decisions. 

If we have databases of enough size and quality, data mining can help provide the following: 

Automated prediction of trends and behaviors [
]: Data mining automates the process of finding predictive information in large databases. Questions that traditionally required extensive hands-on analysis can now be answered directly from the data. A typical example of a predictive problem is targeted marketing. Data mining uses data on past promotional mailings to identify the targets most likely to maximize the return on investment in future mailings. Other predictive problems include forecasting bankruptcy and other forms of default, and identifying segments of a population likely to respond similarly to given events. 

Automated discovery of previously unknown patterns: Data mining tools scan through databases and identify previously hidden patterns in a single step. An example of pattern discovery is the analysis of retail sales data to identify seemingly unrelated products that are often purchased together. Other pattern discovery problems include detecting fraudulent credit card transactions and identifying anomalous data that could represent data entry keying errors. 

Two criteria for data mining are: 

· A large, well-integrated data warehouse

· A well-defined understanding of the business process within which the data mining is to be applied.  (I like this second point) 
· Some successful applications of data mining include [
]: 

· A pharmaceutical company can analyze its recent sales force activity and use the results to improve the targeting of high-value physicians and determine which marketing activities will have the greatest impact over the next few months. The data needs to include competitor market activity as well as information about local health care systems. These results can be distributed to the sales force via a wide-area network that enables representatives to review the data recommendations from the perspective of key attributes in the decision process. The ongoing, dynamic analysis of the data warehouse allows best practices from throughout the organization to be applied in specific sales situations. 

A credit card company can leverage its vast warehouse of customer transaction data to identify the customers most likely to be interested in a new credit product. Using a small test mailing, the attributes of customers with an affinity for this product can be identified. Recent projects using data mining have indicated more than a 20-fold decrease in costs for targeted mailing campaigns over conventional approaches. (I like this example) 

Each of these examples leverages the knowledge about customers that is implicit in a data warehouse to reduce costs and improve the value of a business’s customer relationships. These organizations can now focus their efforts on the most important (profitable) customers and prospects, and design targeted marketing strategies to best reach them.

Describe the specific problem that Retro faces with its warranty plan and how data mining might address the problem.

This is an exercise in critical reading, as at this point we have very little to build from in terms of what the data mine holds.  It would seem that customers for this product are generally less than pleased with the Platinum Warranty as it relates to their expectations of this product.  

 
The demographics of the customer database can be used to determine if this malaise toward the warranty program is a general trend over the entire customer base or localized to specific groups.  This technique can also be used to determine if there is a specific demographic that is likely to purchase such a plan.  Thus, the purchase of plans and models can be sorted against groupings of clients to help with marketing strategy for the Warranty service and models.  The distribution of a group satisfaction card with specific complaints versus an indicated level of satisfaction might be a good next step.  Comparison of demographics versus specific or general groupings might indicate a populace more likely to rate the program as inferior and indicate a marketing strategy for that grouping.  A look at the specific complaints and creating categories around time of service, time of service relative to time of service promised, time from the customer’s initial complaint to time of service, time in ordering parts, parts that failed, the specific complaint related to time, to expertise, to convenience, or to an individual service shop could be useful. This list is endless, but similar to taking a car in for service or ordering a part, or expectation of a specific service--all factors that fall into this kind of customer satisfaction query. <to me this is a good  point.>

In this example, the, mine of the actual repair history for all vehicles in and out of warranty will have great potential for trending, forecasting, and locating hot trouble areas--a specific component failing at an unexpected rate, a specific service arm that needs training, corporate assets needed to meet the demand of the customers, or a problem with the supply line for the repairs. Discover what was communicated to these dissatisfied customers, as most cases of dissatisfaction result from communication breakdown.  Also what happens between the satisfaction levels for demand repairs versus the performance of learn maintenance recommended.  Are there benchmarks in the company these parameters, and how does this mine of data balance those standards?   

The idea of mining to find where things went wrong will result in less interest of the key stake holders; however, presenting this process as a discovery task to find best practices is a much better promotion for the same key stakeholders and can make or break the analysis. 

 Potential Problems with the Data

First of all, Retro has problems getting enough feedback from its customers. The company has only 295,000 customer responses from 540,000 purchasers of the Platinum Warranty. There is no information about 46% of our warranty purchasers and their satisfaction levels. There also is not enough input to obtain accurate results from data mining techniques. Accuracy is an important factor in assessing the success of data mining. When applied to data, accuracy refers to the rate of correct values in the data. Statistical measures can be used to see how error free the information, and will solidify the predictions of the model. Before starting a data mining process, it’s important encourage customers to fill in response cards when they come for service.  Phone surveys, emails, offer special promotions, and gifts are other ways to get their opinions. <I find this interesting idea here.  I don’t think the 54% response rate for self-reported data is too shabby.  Even if we assume that the 46% who didn’t respond are perfectly happy, we still have more than 100k seriously dissatisfied customers and that’s worth addressing.>
The second mistake is evaluating Retro’s situation and creating patterns according to old feedback and input. The customer data is constantly changing. Customer ages, addresses, opinions, and satisfaction levels are types of data that should be updated periodically. <to me this is good stuff>

There are also problems with the classification of Retro’s service operations data. For example after each service process, Retro has information about what model of vehicle a customer uses, how long it took to fix the problem and how much it cost the customer. There are inherit flaws in the collection of information.  Information is not categorized for how many times the customer came for service for the same problem or different problems, or how many times he or she made complaints about our service or the warranty. Hence, there is information, but no way to categorize it to use it in the data mining processes. 

Data mining mostly requires numerical information that can be used in statistical analysis.  If the business is able to view gathered data from different aspects and make comparisons, better and more accurate results can occur  

One very obvious problem presents itself, namely that data integrity issues multiply geometrically.  For example, if several databases, each containing data that is 99.9% reliable, are tied together, the result of the combined data is far less reliable than any of the individual databases.  <this is a  good Point >

It’s important to modify the data to view it with data visualization techniques. Doing so will help with an understanding with key relationships in the data and produce the best results in a shorter time period.

Part B

To: Jack Holsey

From: Rich Goodwin

Subject: Staffing and ethical considerations in the warranty service data-mining project plan.

Jack, please except my apologizes for my long memo that addresses many of your questions and concerns.  I highlighted your major questions, and provided links to additional resources.  I can stop by your office latter in the day, and give you the short version, or answer any of your questions or concerns.

· What type of staffing changes or additions are needed to support this data mining project at Retro?
The issues are security and ethics.  The decision to outsource this project to a company like First Data Research shifts the responsibility for any wrongs perceived by suppliers, customers, or employers. Outsourcing might be a good strategy in light of memos from the legal department, which must now be addressed because they have been sent out as an alert.  These memos suggest that an outside consultant is necessary for this project as insurance against claims that this project used certain parameters prejudicial to the analysis.  The company can use current employees to compile the database and develop the queries, but the specific queries need to be sanctioned by an outside consultant, or any claims of impropriety in this mining project are going to be difficult to refute.  The National Health Education Program is undertaking a similar data-mining project and has some reporting concerns regarding student demographics, which could lead to some pointed questions regarding prejudice within the results.  The federal government consults with outside agencies to determine how to perform such research, and uses those consultations as insurance against charges of wrongdoing; the agencies now run under Standard Operating Procedures that have been certified to be within bounds of a given ethical standard for collection and use.  The search and analysis is performed internally, under the aegis of the outside consultant’s SOP. 

In this case, an internal programmer develops the query tools and standardizes the database, aided by others who place the data into standard format.   Depending on experience and the complexity of the work, a programmer makes between $40K and $80 K annually.  Others, working on an hourly basis, might be had for $20K to $30K annually.  Depending upon the condition of the data, several individuals at this salary may be required to make it usable.  The outside consultant is probably the largest cost in this endeavor, but should be used only as a quality standard for the mining protocols. The consultant could be retained for the individual project protocols, and then as an expert when questions arise, just as with other intellectual property questions, at the same cost as a patent lawyer or marketing firm.  I would avoid giving this information to the outside consultant, as the data seems very sensitive, and I would use the consultant only as insurance against a claim that this project was purposely biased. We may want to go to careers.com to look at salary medians for this discussion. <This is good stuff, should in summary  material will be useful in addressing the cost benefit analysis and calculating ROI in the final memo.>

It seems that data mining is a viable option for Retro to consider seriously. In my last memo, I touched upon the uses of data mining.

Data mining also is known as knowledge discovery in databases (KDD); it is the practice of automatically searching large stores of data for patterns. Data mining does so using computational techniques from Statistics and Pattern recognition. Specifically, KDD consists of the selection, cleaning, transformation, reduction, mining, interpretation, and evaluation of data, and finally incorporates the mined "knowledge" into the larger decision-making process. (http://research.microsoft.com/dmx/DataMining/default.aspx) We could use data mining to help find potential candidates for staff positions.
As an added resource, please note that data mining has already proven useful in decision making (http://research.microsoft.com/~surajitc/) for many organizations.  

To illustrate, take a simple example of data mining in a retail sales department. If a store tracks the purchases of a customer and notices that a customer buys a lot of silk shirts, the data mining system will make a correlation between that customer and silk shirts. The sales department will look at that information and begin marketing silk shirts directly to that customer by mail. In this case, the data-mining system used by the retail store discovered information about the customer that was previously unknown to the company.

Likewise, Retro could use data mining to determine its staffing needs, and to address the three customer issues (i.e., dissatisfied customers, etc.).  It also could track the purchases and responses of customers (both positive and negative) to issues such as the problem of dissatisfied platinum warranty customers. For example, suppose Retro wanted to predict potential sales (i.e., predictability). Some data-mining vendors use predictability of associations or sequences to indicate confidence. Prevalence can also be very useful as a measure of how often items occur in association as a percentage of all transactions. For example, "In 2 percent of the purchases at Retro, both a vehicle and a warranty were bought."

Below are services available from data mining software and some insight into Retro’s staffing needs:

a. Data Mining Software and Staffing

Data Mining: A hot buzzword for database applications that look for hidden patterns in a data set. For example, data-mining software can help retail companies find staff and customers with common interests, find commonalities and differences across staff and customers, and determine what the needs of staff and customers are. The term data mining is commonly misused to describe software that presents data in new ways. 

Staffing. Data-mining software will not replace skilled analysts. The algorithms used in data mining are quite powerful, but if users do not understand these issues, or do not have access to knowledgeable staff, the results can be disastrous. The staff also needs to be committed to the effort. While the labor required to run a data-mining capability will vary depending on a number of factors, data mining is not a do-once-and-forget-it activity. Learning is incremental, and environments (internal and external) change; therefore both learning and data mining are ongoing processes. Data mining requires skills in business and data analysis.  

Our analysis of the staff will determine whether we need to outsource or not (i.e., if none of the staff have these essential skills, outsourcing may be the best option). 
Data mining employs hardware, software, “warmware” (skilled labor), and data to discover previously unknown but potentially useful relationships. It transforms data into information, knowledge, and wisdom, a cycle that should take place in every organization. Companies now are using this capability to understand more about their customers, to design targeted sales and marketing campaigns, to predict what and how frequently customers will buy products, and to spot trends in customer preferences that lead to new product development. Note that data mining is not software alone, as some vendors would have clients believe. While software plays an important role, data mining requires clear objectives and careful thinking by managers, along with the skills of the analyst to become a success story rather than an embarrassing and costly failure.
True data-mining software doesn't just change the presentation; it actually discovers previously unknown relationships in the data.  Thus, data mining would be extremely helpful for Retro in discovering relationships for the following: 

a. Why customers are unhappy with the platinum service program

b. Why customers are not responding to a nationwide advertising piece

c. What customers think are the best predefined options packages for new vehicles

Armed with this information, Retro can make informed decisions for staff needs based on customer needs. 

· Do you think data mining should be implemented, using Retro employees and/or consultants? 

Being new to the company, I have little knowledge of the existing staff, or its skill set. Thus, I will need to survey the current staff to determine its present competencies in order to ascertain whether there is a gap between existing and needed competencies.  Data mining could be used in the information-gathering phase of the staff evaluation. Data mining can take many forms, but basically it involves the search for some underlying structure (i.e., staff structure). These structures are patterns in the data, and data mining uses various tools, such as algorithms and property optimizations, to find them. In fact, we could use data mining to find patterns in the existing staff structure—to use in deciding what skills the staff has, as compared to those the job requires. Then, we would be able to determine the most feasible plan for filling any gap (i.e., either training our present staff or outsourcing, or purchasing a data-mining software package). <I understand the reticence to make a recommendation without what you consider to be full information.  But we still need to analyze the options available, and look at the key needs of each approach.  This is where we need to see the idea of organizational buy-in put in place.  If existing staff have the skills needed, who should be involved?  Not sure how do we achieve the input required by the processes
· Will training be necessary? 

We need to categorize training activities in Retro as long- and short-term training. The company must hire external contractors in order to finish the project quickly. Thus, outsourcing is necessary in the short run. The direct-mail campaign prepared by Apex Decision Support, Inc., was successful, and Retro may continue consulting this company to support data-mining operations. 

In the long run, Retro must institute corporate training.  Most employees do not understand the importance of getting enough feedback and maintaining accuracy when documenting customer and operational information. They are not aware that this must be a continuous process in the organization. < I think this gets to the heart of the matter.  It appears that in fact recommended an approach based on the needs of the company.>
· How will knowledge transfer be handled? 

Knowledge transfer has many aspects.  Initially, we should assess the employees’ knowledge so we can determine what they need. We need to teach them how to identify problems in data-mining processes and deal with them appropriately. Workers also must know how to use technology (e.g., by using special software) to process the data.  They need to work in teams when necessary, and they should learn to classify information and accumulate the right data for use in data mining.  Managers and employees must be trained to evaluate new ideas. Just as importantly, they must be trained to assess evidence systematically to determine if it is convincing; for example, they should know the difference between correlation and causality, and the problems of small samples. <Another ideas gets to my other point.  The teams that you refer to could be more clearly defined, but this is a solid start.  

These basic concepts often are difficult to apply in practice. Once they are mastered, formal procedures such as statistical process control and experimental design can be used to create new knowledge. Teaching employees and managers about statistics and problem solving is usually more effective in the context of an actual problem, instead of traditional classroom training in statistics.

Managers must use incentives to encourage information sharing (as a component of knowledge transfer) among employees. They must give credit to workers for new ideas. Monetary rewards and recognition can prompt people to share information readily and come to value information sharing. Another key element is to make the knowledge explicit. For example, many Japanese firms stress the importance of formalizing knowledge, changing it from tacit to explicit.

Learning from experience also can help knowledge transfer within the organization. Workers can assess their successes and failures systematically, and record the lessons they learned in a form that other employees can use. In order for Retro to be a true “learning organization,” the firm must acknowledge the importance of all phases of knowledge creation and transfer, and encourage sharing and continuous improvement.
· How would you consider ethical, privacy, and legal issues as part of the project planning? 

I. Privacy (i.e., both ethical and legal implications) and potential solutions

Data mining can result in ethical, privacy, and legal issues, when the data collected involves individual people (i.e., staff and customers). First, there is the privacy issue to consider. Basically, data mining exposes information that would not be available otherwise; thus the privacy issue, which has both ethical and legal implications. Here are some potential solutions to deal with privacy issues as part of the project planning process: 

1. We could inform the customers and staff that the information may be used later for marketing purposes and, ideally, get a written agreement (i.e., signed consent). We could include this in the original sales contract when a vehicle is purchased, for example. Another strategy could be to inform the customer that he or she might need to be contacted to comply with the privacy of information laws (HIPPA, 1996).  However, careful storage of personal (financial, etc.) information also is important (see further discussion below).

2. We could incorporate an organization to montitor privacy issues on the web (if this is part of the overall planning stategy for collecting information about customers and product trends of other companies).  A number of organizations have arisen to monitor privacy issues on the web (EPIC [www.epic.org], the Institute for Business Technology Ethics [http://www.ethix.org/]) or to provide a “seal of approval” for web sites (Truste [www.truste.com], BBB On-Line [www.BBBonline.com]) (http://www.jackmwilson.com/eBusiness/eBusinessBook/Law%20and%20Ethics.htm). 

3. We must employ a trained analyst (from existing staff or an outside contractor) to ensure that the data is interpreted correctly, to avoid both misuse of personal information and making incorrect inferences. 

Since data mining is the application of algorithmic methods for knowledge discovery from vast amounts of data, we can use it to glean useful information in both scientific and business domains. When we talk of data mining, we generally refer to a system that is more sophisticated than a simple query to, or statistical analysis of, a database. A data-mining algorithm performs non-trivial computation on data sets that can be terabytes in size. A typical example, which Retro could use, is inferring customer or product groups from market-basket data. 

Other ways to look at privacy problems, and potential solutions 
 

Problem: Privacy violations resulting from data mining 

· Potential solution: Preserving privacy during data mining through encryption and safe storage

Problem: Privacy violations resulting from inference, the process of deducing sensitive information from legitimate responses to user queries

· Potential solution: Privacy constraint processing

Problem: Privacy violations resulting from unencrypted data mining 

· Potential solution: Encryption at different levels

Problem: Privacy violation resulting from poor system design

· Potential solution: Develop privacy-enhanced systems 
II. Discrimination if used for staff selection for project

Another potential legal pitfall arises from using the data in such as way that, in addition to violating the individual’s privacy, it causes discrimination against the individual (i.e., staff).  For example, if Retro has access to staff information (i.e., personal and medical records), it could screen out people with small children, people who have had an alcohol problem in the past, diabetics, or those with a history of heart attack. Screening out such employees would cut costs for insurance, but it creates ethical and legal problems (http://www.advogato.org/article/588.html).  An employee could sue the company for discrimination in the workplace. Some ways for Retro to avoid these pitfalls:

1. Be aware of the ethical and legal issues arising from the data-mining process.
2. Set up safeguards to protect the staff’s personal information, and avoid using the information in a way that biases the selection process (e.g., do not use medical information as part of the selection process). This goes back to the point about the importance of hiring or training an analyst for the data-mining process in the potential solutions listed above.
Unfortunately ethics questions are rarely posed in direct, concrete terms, so the answers often are not easy to find. We will not ask staff members involved in data mining at Retro to analyze databases to violate privacy; instead, we will ask them to search customer or product groups from market-basket data to infer and predict future market trends. People write encryption or watermarking software to protect vulnerable releases from exploitation by freeloaders. Furthermore, if one has a choice between not having enough money to buy food, and writing software that scans for customer information, ethics might not come to one's mind. Being backed into a corner changes one's reactions. (http://www.advogato.org/article/588.html). Potential solutions include:

3. Again, educate the Retro data-mining staff about the ethical and legal ramifications of data mining.

4. Encourage the data miners at Retro to adhere to the organization’s Code of Ethics for best practices in business for the data-mining project, similar to all other business practices. 

In other words, privacy issues have many faces and deserve consideration during project planning, and we need to set up safeguards, as mentioned above, to address the following areas: 

5. Medical and Health Care: Prevent employers, marketers, or others from knowing the private medical concerns of individuals.

6. Security: Prevent access to individuals’ travel and spending data or web surfing behavior.

7. Marketing, Sales, and Finance: Prevent access to individuals’ purchases (e.g., vehicles) 

· How should these issues tie in to the broader company policies Retro maintains to address ethical, privacy, and legal concerns? 

Data-mining operations at Retro have two main purposes: first, to improve customer acquisition and retention, and, second, to identify internal inefficiencies and revamp operations. The discovery of knowledge allows considerable insight about the people whose data is mined. This brings with it the inherent risk that what is inferred may infringe on someone’s privacy or be used unethically. The process of generating rules for a data-mining operation becomes an ethical issue when the results are used in decision-making processes that affect people, or when mining customer data unwittingly compromises privacy.

To determine whether personal data currently available to data mining should be restricted, two points must be considered—fairness and openness in consent. Because data subjects often are “not informed” during the data collection or data mining, it may be impossible for them to set up a new, normatively private situation regarding the data. Moreover, because the personal nature of the information data subjects may have granted willingly in one context often is subsequently mined for a different purpose, issues arise related to unauthorized consent. Retro’s policy regarding data mining should include fairness and openness for private data. In order to protect privacy from data mining, conflicts between the company and customers should be negotiated in an open and fair context. Retro should recognize that customers may not like this use of their data, so the company must publicize its policies about how it uses personal information. 

In addition to the ethical issues surrounding Retro’s use of customer data, this data also requires protection.  We may have the best intentions, but those intentions are meaningless if we do not adequately protect the data we collect as a part of our business. 

Legal issues comprise another important concern about data mining. The Privacy Act of 1974 restricts collection and disclosure of personal information by the federal government; however there are no current laws or business guidelines to protect privacy violation in data mining in the U.S. sufficiently. Some privacy advocates believe consumers should be given various levels of “opt-out” choices: no data mining allowed; for internal use only; or information being given is for both internal and external uses. The violation of privacy in data mining happens in two situations. First, customers can choose whether or not to give the company their information, but they are unaware of how the data will be used, who has access to it, how long the data will be kept, whether they can correct or remove the data later, etc. Second, our customers cannot negotiate with us. Thus, Retro’s privacy policy must address all these issues while gathering information from our customers. 

Part C

To: Brain Nichols

From: Rich Goodwin

Subject: Warranty Service Issue

Here at Retro, we want to look at how the decision tree technique addresses the issue of warranty service and how analysis output can provide a basis for solving the warranty problem.

Brian, I would like to take a little time to look at Allisa's decision tree results; it is very insightful and helpful regarding solving our warranty problem. 

I was told that we had warranty satisfaction levels for 295,000 people who sent back their customer response cards.   Based on that information, the sample size used for our analysis was 200,000.  Judging from the size of the sample, I believe it is an appropriate random sample. <I may be wrong don’t think we’re looking at a random sample of respondents or warranty owners here.  That’s okay for this type of research.  What we have is a self-selected sample that’s been further limited by a combination of factors including data cleanliness.>

First, the sample indicated that people who were satisfied totaled 102,000, compared to 98,000 customers indicating their dissatisfaction, resulting in 51% and 49% statistics, respectively.  Next, we broke down customer responses to major repairs and minor repairs. The major repairs were not clearly defined, but the responses consisted of 102,000 customers satisfied and 98,000 customers dissatisfied resulting in an identical statistical ratio of 51% and 49%.  <I need to work this my  sentence is confusing the issue a bit.  If we’re looking at only major repairs, we no longer have all 200,000 respondents, just the subset.  And if we’re not segregating by repair type, then all we have is satisfaction and that’s why we’re looking at the same 102k/98k split.> Interestingly, the type of repair had nothing to do with the reason for customer dissatisfaction.  Thus, minor repairs could conceivably have resulted in a dissatisfied rating as easily as a major repair.  This is an interesting aspect we could examine more closely in future studies. 

What did matter regarding overall customer satisfaction for both types of repairs was the amount of time needed to make the repair.  Any type of repair that took over 8 hours to complete produced a dissatisfied customer over 90% of the time. The time need to complete a repair  is truly an area we need to focus on in the future.  <this is on the money,  identified the key finding here.>

For major repairs, both males and females were pooled as a single group regarding overall satisfaction for any repair that exceeded 8 hours.  In all cases, both groups were 100% dissatisfied.  However, when reviewing minor repairs that did not exceed 8 hours, all females were satisfied, compared to no males who were satisfied. It appears the women were much more understanding about a car repair when that repair did not exceed the 8-hour time frame. 

It should be noted that the percentage of dissatisfied customers for minor repairs was also higher than for major repairs. The question then should be asked is: if a job takes more than 8 hours, why is it considered and classified as minor? In addition, exactly why are cars not being completed in less than 8 hours? Perhaps we are making promises we cannot keep, or the number of cars we are trying to service each day is too high. This is another issue that more study should help to clarify. (This is good stuff)

With the help of a decision tree analysis for the given warranty problem, we are able to classify the highly satisfied and not highly satisfied groups quite easily.  We can classify these two groups on the basis of age, duration of service, whether the repair was minor or major, and gender.  The decision tree generates the rules that classify the customers into groups based on a set of easy to understand rules. The decision tree also provides information on which fields are most important for prediction or classification.  The decision tree analysis was used and was most helpful in quickly determining that the time factor is important. Once it takes over 8 hours to complete a job, Retro will have a dissatisfied customer.  I believe that we must clearly define what constitutes a minor or major repair, because it appears that the time factor is directly related to the time of repair.  <I probably should move this up some of this may actually be more useful earlier in the discussion.  Without a specific introduction to how decisions trees work, this section assumes an existing level of understanding that your reader may not have.> 

The firm can profile their customers based on demographics and service history. When a new customer arrived for service, based on his/her demographics and customer history, we can predict whether the customer is highly satisfied or not highly satisfied. If the customer is not (or is likely not to be) highly satisfied, the service staff should then take extra care to understand what her / his unique requirements are and major possible causes of the dissatisfaction. By understanding the causes of dissatisfaction through such analysis, the company can formulate new strategies to make these customers happy. For example, people over 40 could be provided with a different waiting lounge because that demographic lists waiting comfort as a flag for dissatisfaction.)

Further levels of analysis can include the following:

We have 5 classes in the satisfaction field. However, we have used only 2 categories for our normal classification purpose – highly satisfied and not highly satisfied. The customers in each of the 5 satisfaction classes (i.e. Very Low, Low, Fair, High, and Very High) may have different behaviors. As the number of customers we are working with is very large (in the hundreds of thousands), each class contains a substantial number of customers. It may be helpful then if the company can come up with suitable policies for each of the 5 classes rather than restricting the analysis to only 2 categories. 

As the target variable (satisfaction level) is continuous (the scale is a 5 point interval scale), we can use a regression tree / regression analysis for more clarity and more specific results. Linear regression is a straight line to the data points. This linear function will provide richer data analysis to profile customers based on their satisfaction levels. A regression tree analysis will help us to understand the behavior of all our customers in a much better way than using the simple decision tree analysis alone.  <I think this is a Nice idea.  There would be some data issues to work out, but it’s certainly doable.> 

Linear regression is a popular modeling technique; however, it is appropriate only if the data can be modeled by a linear function. If the variables are associated non-linearly, we do the regression analysis; we can decide to look further at the non-linear regression if the level of explanation provided by the linear regression is low. Non-linear regression is useful to extend linear regression to fit general (non-linear) functions of the form. 

Although the decision tree provided information about the satisfaction level, now we are trying to analyze the data based on a pre-determined dependent and independent variable relationship.  We can do that analysis by specifying any pre-determined dependent and independent variable relationship. This type of analysis, i.e. clustering, will help us identify any new patterns or trends that may be present in the data. The cluster analysis will identify different clusters of customers. The customers within one cluster will have homogeneous characteristics, whereas those in a different cluster will have heterogeneous characteristics. This analysis will help the firm identify the different clusters or types of customers, so specific policies can be adopted for the customers in each cluster satisfied with future service.  

To:  William Bellman 

From: Rich Goodwin
Subject: Neural network

Let’s examine how the neural network analysis matches well with this problem and how the output of that analysis points to a possible solution.

Previous problem: 
1. Classifying warranty customers. Many people who have purchased a platinum warranty for their cars are unhappy with this service option. 
Neural network analysis has helped to classify these customers. The fields of gender, satisfaction level, age group, type of repair, can now classify customers’ duration of repair, date of repair, and even frequency of repair. 
2. Customer data (including age, address, date of purchase, and model purchased) can be available for the 540,000 purchasers of the platinum warranty. 
Each of these details is now available by using the neural network analysis. 
3. In addition, we have warranty satisfaction levels for the 295,000 people who sent back customer response cards. 
 The neural network analysis is a technique for developing flexible and adaptive models from data sources. 
4. We have Retro's automotive service data (type, cost, length of time for service or repair). 
These details have been used as input data and put into the neural network analysis. 
5. We already have lots of data about these platinum customers, but we want to know exactly what really separates the satisfied ones from the unsatisfied ones? 
With neural network analysis, we are now able to differentiate the satisfied customers from the unsatisfied ones. <I need to work this Apex hasn’t used NN on the warranty customer problem, only the ad response issue.>In addition, we are able to segment customers by the factors that do satisfy them. For example, if the customers in one state are satisfied if their response time is less than four hours irrespective of the gender or the age of the customer, then we are able to concentrate on providing their service in that location/region  faster than 4 hours, thus leading to more satisfied customers in that state. 


THE CUSTOMER MARKET PROBLEM 
The company is doubtful that the results of their advertising were as expected. For an analysis here, we need to have a number of facts:

· The expected results of the advertisements,

·  which the target audience was, 

· how the audience was targeted,

·  how the media was selected, what the execution of the advertisement was, 

· and the use of models in the advertisements, including their cost and their appropriateness to the target audience. 

 If a newspaper insert is used for advertising, then its success or lack of success can be decided by comparing the marginal revenue from the advertisement with the marginal cost of the advertisement. The advertisement, in theory, should be continued until the marginal cost of the advertisement equals the marginal revenue. In the case of Retro, the advertisement was conducted nationwide and as such was not targeted at specific audiences. 

THE NEURAL NETWORK ANALYSIS addresses THIS PROBLEM BECAUSE: 
1. The advertisements   targeted generic or generalize audiences of all ages so their effectiveness could not be assessed, A general success assessment could probably be done) 
2. The advertisements did   not target specifically at any gender, so its effect on the different genders cannot be assessed. 
3. The advertisements did not target audiences of any specific level of education, and so educational level cannot be assessed. 
4. The advertisements did not take into account the number of children the users had. 
5. The advertisements did not target any specific type of housing type; for example, the advertisements were not targeted at either house owners or people who rent. 
6. The advertisements did not take into consideration the number of vehicles that the targets owned. 
7. The advertisements did not take into account the number of Retro customers who would read them. 
8. The advertisements did not target a specific income level. 
9. The advertisements did not target a specific city and its culture. 
The net result was an indifferent response to the advertisements; even dealers resented the costs of the advertisements and complained that the advertisements did not work. 

THE OUTPUT OF THE NEURAL NETWORK ANALYSIS DOES POINT TO A POSSIBLE WORKABLE AND SATISFACTORY SOLUTION: 

The output of the neural network analysis points to an excellent solution. Retro can indeed carry out market segmentation and target attractive segments effectively. Consider the current Retro customers who have responded to the advertisements. These respondents can be sent a direct mailer that contains similar content to the current advertisement. In addition, if the advertisement has done particularly well in Fargo, North Dakota, for instance, at least in Fargo, the same newspapers can carry a similar advertisement, and the results will be satisfactory. 

<This would be an appropriate place to present the specific Apex results.  Perhaps including the graphic with an explanation of how or why some cities are now considered likely prospects for this add while others are not.>

 The neural network output is also likely to give us indications of which service characteristics will lead to a satisfied customer. For example, the neural network output can alert us that the speed of response is not important for prospective customers in Akron—service can be up to 8 hours without significant loss of customer satisfaction--but a change in the pricing of Retro services would bring about a substantial increase in customer satisfaction. Then it would be prudent for Retro to seriously consider revising the price of its service contracts downward in Akron to meet this expectation and raise the level of customer satisfaction. 

The solution here lies in using the output of the neural network analysis effectively. This kind of analysis has many uses: 
1. Targets each segment with a specialized advertisement and not simply produce generic advertisements. 
2. Develops service packages that target specific segments of customers; this targeting  will not only increase customer satisfaction for Retro customers but will also increase the size of its market. 
3. Allows certain segments to be marketed most effectively by changing the price of the Retro package; this segment will then not only experience greater customer satisfaction, but possibly also produce increased sales in those segments. 


 Neural net analysis represents a radical new approach to marketing problem solving for issues like the level of customer satisfaction. The analysis can be used by Retro to specifically identify those particular segments where there is a need to reduce repair time to less than 4 hours to increase customer satisfaction. 


 Neural network analysis is a modeling technique based on the observed behavior of biological neurons. It consists of a set of elements that start out connected in a random pattern, and then based upon operational feedback, are molded into the pattern required to generate the desired results. For Retro, the results of the current analysis can help the company target specific lucrative segments. These segments would not only lead to more sales and profits for the company but would also lead to greater customer satisfaction. 
 In addition, propose how a separate memory-based reasoning analysis could provide additional insight into the problem.

Memory based reasoning (MBR) is an effective way to analyze past information and use it in the decision making process. Such decisions are based upon memories of specific events versus using relationships or rules built from experience. We can thus join the records of all demographics and satisfaction level data sources that come from Retro’s data mining processes and create solutions to new problems by using the data patterns associated with past problems.  

We already have the most current demographic data for the cities that Retro requested. However, we also need the past data of similar advertising campaigns in the same locations and their demographics and responses. Then we can   prepare a memory-based reasoning analysis. <Though this will build largely from the NN data we’re using already.>

What we need to do is to analyze the combinations of data (e.g. age, gender education level, date or age, number of children, income level) to determine the individual influence of each characteristic used in advertising campaigns. We must keep in mind that similar problems have similar solutions, and the types of problems encountered in the past do have a tendency to happen again.  For example, families that have more than 3 cars may have a very low tendency to respond to these campaigns regardless of the other criteria.  We are going to have to classify current data points and find their nearest neighbors in the historical data. 

In the MBR process, 

· first we are going to highlight the most relevant data. Age, gender, number of vehicles, income level, and promotions are the most relevant data from the campaign results.

·  Then we are going to map the solutions of similar problems in the past that relate to our target problem (lack of success of expensive newspaper advertising). 

· Then we are going to test this past solution in the real world and revise   and develop a plan to adapt current standards.  

·  In the last step we are going to apply this concept to our target problem and store its new resulting experience as a new case memory. This process will of course be repeated periodically to be able to store the most recent data for new analyses in our database on a regular basis. 

Briefly we need to use MBR as an extra decision making tool and compare its results with the outcome of the neural network analyses. Still, it can b difficult to make generalizations based on past examples due to the positive and negative correlations of the influence of each piece of information on our target issue.  So it is important that we must develop alternative points of view, not a big issue since MBR readily provides an environment that allows for the crisscrossing of knowledge content.  <Handled the MBR discussion quite well.>

Part D

To: Swen Jorgensen

From: Rich Goodwin

Below, I summarized an overview of clustering, market basket analysis (MBA), how outputs provide basis for solving problems, and lastly compare, contrast, and the use of clustering and MBA in combination.

Summarizing how clustering and market basket analysis match the option package problem.
First of all, let’s explain the general characteristics of market basket analysis (MBA). MBA gives us clues for understanding customer behavior in different situations. Its purpose is to determine what types of products customers purchase together. For example, when we know that Retro customers who buy one product are likely to buy another, it is possible for us to market the products together, or to make the purchasers of one-product target prospects for another. MBA is helpful for less obvious relationships, if Retro offered large items, unreasonable rules result, and MBA may not be appropriate.<I need to make clear what’s meant by “large objects” here.> By targeting Retro customers whom we know are likely buyers of specific products; we can determine and offering the most desirable options packages with MBA can significantly increase marketing effectiveness. <The is a good introduction to the issue and the technique are both handled well here.  There are one or two issues noted above where clarification would aid the reader’s understanding.”

The probability that our customers will buy an item (item set) is known as the support-for rule. If a customer purchases a certain group of item sets we can estimate that customer’s
 other choices. The conditional probability attached to a customer’s choices is known as confidence.  This is a measure of how confident we can be, given that a customer, who has purchased one product, will also purchase another. Support and confidence must be used to determine whether a rule is valid. There are times when both these measures may be high, yet still produce a rule that is not useful, so we must be careful while interpreting these values. 
Looking at your analysis, although we can see the confidence and support ratios, we don't see a virtual item augmenting the sales data. A virtual item is not a real item being sold, but is treated as one by the data mining analysis. Mr. Canada determined these virtual items by dividing customers into three different segments based on their buying powers.   And lastly, Ms. Queen Quinn defined them as entry, sport and luxury customers. By using past sales data, she was able to establish the patterns of options with these three segments, and prepared a new MBA by grouping these options into three segments. As a result, she was able to achieve higher confidence and support ratios, which, in turn, means a more accurate analysis of our current customers.  I will go into my detail on confidence and support ratios, and provide my interpretation of the data within this memo. <This is good stuff, and on target.  It’s this combination that’s important and defines the real value added here.>

Market basket analysis sometimes produces inexplicable rules, which are not necessarily useless, but whose business value is not obvious, or novel. They also don’t lend themselves immediately for use in cross selling or marketing. 

The good news…. by using MBA analysis at Retro Motors, we can ensure that customers who might buy an item don't do so because they haven’t seen it. In this way we can improve our customer satisfaction. Once our customers find one of the items they want (e.g. custom wheels or leather seats), they won’t have to look all over the store for something else they want to buy. After running an MBA, we can provide previous customers with information about new products that are selling well (as well as information about products they’ve bought). My guess they will probably be interested in this information.  This will provide a great opportunity to increase our current sales level.  <this I feel is an interesting approach).  I wouldn’t overlook the possibility of grouping options as a means to reduce production costs as well.  This way we see results on both ends.> Briefly, MBA has many advantages over other data mining methods: It is undirected being a strength of this technique; it is not necessary for us to choose a product we want to focus on in order to run a basket analysis, because all products are considered. The results of our analysis are clearer and more comprehensive, and the individual calculations are simpler and will make your job easier. 
How do the outputs provide a basis for solving the problem?
Let’s focus on our problem, “offering predefined option combination packages rather then letting customers select individual options, making it easier and less expensive”. At the end of our MBA analysis of Retro, we found options for luxury and sports segments with both high confidence and support levels. Next, how are we going to interpret our results? If one of our customers buys power seats they will have a tendency to buy heated seats; or if they buy custom wheels, then they will probably buy white letter tires.

Sometimes in developing our Retro promotions, we may want to consider more than the items that sell together. It may be important to know which items sell better to older or wealthy customers. Our past sales data can be amplified by the addition of virtual items. If a new customer calls for a catalog and orders a heated mirror and heated seat, this can be entered into the database as:

Item 1: Heated seat

Item 2: Heated mirror

Item 3: Customer age range (40-60)

In this way, when our data mining software is used to determine which items sell well together, it can establish whether some items sell particularly well to specific customer types (virtual item). By adding customer data as an item to represent promotions or discounts, it is possible to see how these affect cross selling. This information can also be used to compare our sales in different locations, during different seasons and times-of-day.

How can we use these association rules (outputs) to solve our problems? These rules allow us to know immediately whether promotions involving, for example, custom wheels and white letter tires will pay off! We can place custom wheels right next to the letter tires and advertise these two products together. We can assist our retail stores, and change their layouts to improve profitability. The goal, make it more convenient for our customers to buy high-profit items, maximizing our profits. <Maybe an appropriate place to begin discussing the specific results seen in the apex results?>

If we can understand the relationship between our products over time (e.g. within three months of buying a rain detector, the customer returns to buy a fog lamp), we can use this information to contact our customer and decrease the chance that they will purchase this product from the competition. If we learn our customers’ expectations and buying patterns, we will be able to reduce the cost of marketing and inventory by increasing our response rates.  <I think this is nicely done, Interesting.  I think we’re just dealing with factory option data here, but this raises possibilities for future work.>  

Briefly, the outputs of MBA help us enhance revenue and profits by enabling us to make better decisions about pricing, promotion, merchandise, and assortment planning. Our analysis are designed to capture valuable transaction-level information and identify which products are purchased together, and which categories and classes generate the highest revenue and margin ‘baskets.’ A greater understanding of consumer buying patterns, and identification of cross-selling opportunities will help us facilitate the transformation of data into action to expand each consumer’s basket. However, to obtain more accurate results, it is necessary for us to have a large amount of historical data at our disposal. 

1. How would you compare, contrast, and combine the clustering and market basket analysis to best address the problem?
 First, I would like to define each, and how each is helpful, and some inherit flaws of each approach. A key concept different business goals and types of data require different data mining techniques, and data mining techniques are general problem-solving approaches. Please see additional detail on each technique.

CLUSTERING: A DEFINITION

Clustering is a useful technique for exploring data. It is particularly useful where there are many cases and no obvious natural groupings. Clustering data-mining algorithms can be used to find natural groupings that may exist.

Clustering analysis identifies clusters embedded in data. A cluster is a collection of data objects that are similar, in some sense, to one another. A good clustering method produces high-quality clusters to ensure inter-cluster similarity is low and intra-cluster similarity is high. In other words, members of a cluster are more similar to each other than they are to members of a different cluster.

Clustering can also serve as a useful data-preprocessing step to identify homogeneous groups upon which to build predictive models such as trees.

The benefits of the analysis are:

· It helps in market segmentation of sales, on the basis of the number of attitudinal or behavioral variables.

The market basket analysis solution can help you:


Increase market basket revenue and margin


Increase promotional success


Increase receptiveness

Market basket analysis helps us understand what items are likely to be purchased together (association rules), with the primary aim of identifying cross-selling opportunities. 

Comparison of MBA with cluster analysis

Both use more than one variable to identify a class that is important from a marketing standpoint. Both methods look for interdependence among the data. They both can be applied to any complex product to find desirable characteristics in that product.

The difference primarily lies in the methodology and choice of factors.

In cluster analysis the factors are divided according to particular segments, for example luxury or sport, while market basket analysis considers two or more factors simultaneously.

Clusters and MBA should be used in a combined manner.  First one should complete segmentation, then, within that, factors should be chosen.

Market Basket Analysis: Market basket analysis has an intuitive appeal because it expresses how tangible products and services relate to each other, how they tend to group together. For example for a Luxury cluster we can establish rules such as, “If a customer likes leather seats and heated seats, then that customer will also like power seats.” It suggests a specific course of action: bundling leather seats, heated seats and power seats. While market basket analysis is easy to understand, it is not always useful. 

Three common types of rules produced by market basket analysis are: the useful, the trivial, and the inexplicable. The useful rule contains high quality, actionable information. Trivial results are already known by anyone at all familiar with the business. Inexplicable results seem to have no explanation and do not suggest a course of action. Here our aim is to identify the actionable rule, so that the company knows the most desirable options package. 

Your initial analysis of the sales data providing the rule, and confidence level was very helpful. As you know, the confidence level of a rule is the ratio of the number of transactions with all the items in the rule to the number of transactions with just the items in the condition. The most confident rule is the best rule. Support refers to the number of transactions in the database where the rule holds. 

Market basket analysis produces clear, understandable results, supports undirected data mining, works on variable-length data, and uses easy-to-understand computations. However, it suffers from exponentially increased computational effort as the size of the problem grows, has limited support for attributes on the data, suffers from a difficulty in determining the right number of items, and discounts rare items. 

Clustering: Compared to market basket analysis, clustering is a technique used for combining observed objects into groups or clusters such that:

· Each group or cluster is homogeneous or compact with respect to certain characteristics. That is, objects in each group are similar to each other.

· Each group should be different from other groups with respect to the same characteristics; that is, objects of one group should be different from objects of other groups.

We want clusters whose members have a high degree of likeness, and we want the clusters themselves to be widely spaced. At retro, we are looking for customers whose purchase of different attributes is similar, based on their age and salary, and those who differ in their purchase of different attributes. 

A major advantage of clustering is that we do not start with any pre-determined dependent and independent variables. The clusters we create are adding new knowledge or patterns, based on customers’ purchase behavior. Clustering works well with categorical, numeric, and textual data, and is easy to apply. However, clusters suffer from some weaknesses. Sometimes it is difficult to interpret the resulting clusters, the end clusters are sensitive to the initial parameters, and it is difficult to choose the right distance measures and weights. 

Use of Clusters and MBA in combination:

In this particular problem, when MBA was done on the entire customer database, the maximum support was only 5.6%, which was very low. As explained earlier, support refers to the number of transactions in the database where the rule holds. So, if we are making an option package of Turbo, V-8, bucket seats and leather-wrapped steering wheels, we can expect only 5.6% of customers who like this combination. Similarly, if a customer likes leather seats and heated seats he will like the power seat with a probability of 80%, this is trial information for both of us, knowing the auto business, but the reverse case (where a liking for a power seat will lead to a liking for the heated seat) has a probability of 60%, this is news to me. The support for this case is quite low.  T

Although the rules were found, their actionability is questionable. Therefore, a deeper analysis is necessary. Since we have no idea about customer preferences, and do not want to bias our analysis with any pre-determined dependent and independent relationship, clustering is the best technique for partitioning the data into homogeneous groups. These homogenous groups are more likely to have similar product-attribute preferences.

The Options Packages Report first clustered sales by customer age and salary, and there were three clear clusters:

Entry: Entry-level customers generally belonging to a low-salary segment across all age groups.

Sport: The customer segment with high salaries but young in age.

Luxury: The customer segment with high salaries but mature in age.

MBA was performed for the three clusters. As expected, the number of association rules decreased, but the level of confidence and support for the rules improved. The bottom line, we are getting rules, which are more actionable. <This is, in my opion great stuff. Present  after more closely examining the initial MBA run., good approach.

Information previously provided, that makes sense.

For the Luxury segment the option packages are determined as follows:

1. Leather seats, heated seats and power seats. Customers who like leather seats and heated seats have a 100% probability of liking power seats, and the support for this is 11.3% (almost double the support when the MBA was done on unclustered data). Next, when we look at the reverse relationship, even the customers who like power seats have an 89% probability of liking the heated seats, and the support for this association 9%. Conclusion made these individual options should be combined for luxury customers.

2. Rain detector, Fog lamps and Parking sensor. The customers who like rain detectors and fog lamps have a 91% probability of liking parking sensors, and the support for this is 11.3% (almost double the support when the MBA was done on unclustered data). We do not have a rule for the reverse relationship. This options package does not have the same association as the previous package. My recommendation, if we are planning two packages, then this is the other package we should offer for the luxury customers segment.

 A review for the Sport customer segment the option packages are determined as follows:

1. Turbo, V-8, Bucket seats and leather-wrapped steering wheel. The customers who like Turbo, V-8 and bucket seats also like leather-wrapped steering wheels with 100% confidence and 11.5% support. It makes sense the sport customer that chooses the big V-8, want the leather-wrapped steering. One can conclude that these individual options should be combined for sport customers.

2. Pin-striping, White letter tires and custom wheels: The customers who like pin-striping and white letter tires have a 100% probability of liking the custom wheels, and support for this is 9.2%. Now, when we look at the reverse relationship, even customers who like custom wheels like white letter tires with 86% probability and 6.9% support. Again, I would recommend that these individual options should be combined for sport customers.

 Thus, Retro motors can create five model trip levels.

1. Basic model

2. Basic model + Turbo, V-8, bucket seats and leather-wrapped steering wheel

3. Basic model + Turbo, V-8, bucket seats and leather-wrapped steering wheel + pin-striping, white letter tires and custom wheels

4. Basic model + leather seats, heated seats and power seats

5. Basic model + leather seats, heated seats and power seats, rain detector, fog lamps and parking sensor

6. You’ve taken the packaged options idea and advanced to predefined trim levels.  Nice work.

Thus, by combining individual options into option packages, Retro Motors wins.  We will be able to improve both production efficiency, and manage to provide the required flexibility to their customers.  Individual options preferred by our customers have a high probability of being required in these combinations.

Part E 

To: Jack Holsey

From: Rich Goodwin

Below, is a brief Executive Summary that perhaps could be presented to others for input.  Retro has a common goal to solve the problem, identify and improve a process that potentially should resolve the problem, and meet the goal. To make it easier for your review, I highlighted in blue the major considerations. 
Executive Summary:

· Given the scope of the warranty service problem, will Retro need to acquire additional hardware, and software over and above that which it already owns?

· If additional hardware and software are needed, what infrastructure changes might Retro require?

· If additional hardware and software are needed, how might Retro’s existing data warehouse and OLAP activities change to address the warranty problem?

MANAGEMENT OF WARRANTY SERVICES
Studies indicate that the amount of data in a given enterprise doubles every five years. That data can be redundant and inconsistent, or difficult to access, manage, and use effectively.

Project Scenario

Retro faces several challenges to compete successfully in the new millennium. First, we need to learn more about our customers and how to satisfy them. Retro’s data warehouse began in 1997 and now holds a great deal of customer and operations data, but improvement is needed to turn that data into usable information to let us make better decisions.

Retro's data warehouse received data from several legacy databases. Statistical analysis programs use the same server that houses the data warehouse (financial data, however, is stored and analyzed on a different server). Although Simon is supportive of data mining and its value, he is concerned about how the process will affect the IT department, which is already stretched to its limits. Simon worries that "…running data mining software on existing Retro servers…could stretch data warehouse capabilities. We may not be able to spare the computer cycles to run data mining software also. We already run several online analytical processing activities to process data for Retro."

CURRENT - SYSTEM OVERVIEW

Retro Motors uses a typical data gathering and data analysis system. Data comes from a number of sources, is updated in a typical manner, and has a variety of users wanting to use it in different ways. The system performs both reporting and online transaction processing (OLAP) functions. Retro has 6 major internal servers: 4 online transaction processing (OLTP) production systems, an operational data store (ODS), and the data warehouse. The ODS acts as a buffer, performing some of the processing work before data is moved to the data warehouse. The ODS can also generate timely reports; however, Retro leaves most of that work to the data warehouse. <This is good stuff,  presented a large amount of information in the previous two sections, but have done so as concisely as possible, a lot going on, but this makes it seem pretty simple.>
Update Cycle

The production servers are updated in real time with data that changes during daily business. Update files are produced from each server and transmitted to the ODS nightly. Only changed and new data items are transmitted. Data from all sources is cleansed, reorganized, and integrated within the ODS. This process includes weekly downloads. A set of weekly update files is produced in the ODS and then transmitted to the data warehouse where it is incorporated into the warehouse structure.

Standard Reports

With the exception of production and distribution department line managers given limited access to simple reports, all Retro reports are generated from the data warehouse. The data warehouse also generates strategic reports that span multiple years.

Data Analysis

Although reporting is the primary output, the date warehouse also supports a minimum level of data analysis or ad hoc queries run in the background, or "batch" mode, and averaging an 8-hour turnaround. (Some queries can run 5 days.)

The data warehouse server links to 3 classes of clients. Power users within IT and Retro’s various departments produce the ad hoc queries using advanced decision support tools. Some important business queries are available to senior managers and the executive staff too. Finally, a very limited query capability has been given all Retro employees using Retro's intranet. These queries are simple retrievals that only access summarized data.

PROJECT OBJECTIVE

1. Summarize findings and recommendations for hardware and software issues pertaining to the warranty service problem data-mining project. 
FINDINGS AND RECOMMENDATIONS

Who Uses Data Mining?

· Executives involved in tactical decision-making

· Operating managers responsible for cost reduction.

· Strategic Managers involved in competitive intelligence, market identification, product launches, and product positioning

· Managers responsible for sales forecasting, direct marketing, customer acquisition, retention and extension, and marketing campaign analysis

· Operational managers choosing sub-prime borrowers or supply chain management

Increasingly fast-paced, competitive global markets have resulted in more targeted marketing and leaner operations, requiring companies to try new things to keep up. Companies can no longer afford advanced analysis to be a "craft" done by a handful of artisans.

Opportunity Lies within your data

The purpose of data mining is to find patterns in data. However, data mining does not make decisions, people do. The most important characteristics of data miners are knowledge and experience. Armed with better information, miners can apply creativity and judgment to use better techniques to get better results. The best data mining software thus handles the technical details, so the user can focus on the decisions. <this is a good point is nicely made and effectively linked to your solution.>
Therefore, the best data mining software:

· Makes a variety of techniques available for combined use

· Includes advanced techniques that offer the highest quality of information

· Automates the process to allow faster gathering and later faster decision making

· Gives results in an easy-to-understand format that communicates completely

How to Perform DATA MINING

REQUIREMENTS: Advanced algorithms, multiprocessor computers, massive databases 

VENDORS: Pilot, Lockheed, IBM, SGI, numerous startups (a nascent industry)
Data mining will not cure all of Retro’s ills. If properly utilized however, data mining can yield drastic benefits, especially regarding customer feedback and response. With the explosion of Internet and CRM initiatives by companies, accurate needs assessments and gap analyses will make data mining a success. Data mining can yield exciting results for almost every organization that collects data on its customers, markets, products, and processes.

Aspect to consider when implementing Data Mining

1. Data Quality

The adage "garbage in and garbage out" also rings true in data mining. Poor-quality data is especially risky and can jeopardize using data analysis effectively for decision-making.  

Recommendation for our case: Data quality must be thoroughly checked at every stage of the system. < I belive this is good stuff>
2. Size of the Database

Data mining comes in many forms, based on the size of the databases. Smaller companies cannot afford packages, such as SAS, which are expensive to license. Excel, with its advanced data functions, is adequate for small companies, as is Access often used for data storage. However, databases inevitably do grow in size, and companies that include Retro have to plan for eventual upgrades to more complex data mining tools.

Recommendation for our case: Use a more advanced data-mining tool.

3. Nature of Application

The choice of data mining methods depends on the kind of decision-making that a company seeks. Sales-related decision-making is best undertaken with OLAP tools, such as those offered by Cognos or Siebel. Predictive modeling works better with SAS or SPSS. Similarly, data processing can be accomplished with Access for small databases, MS SQL for medium-size operations, or   more complex types like Oracle and Teradata for data coming from networks, i.e., credit card operations.

Recommendation for our case: MS SQL. <Discussion of the database software is thorough though, I need more detail in terms of product differentiation.  Other than size, how do these applications differ?  Where does data mining come into play with a database management application?  I don’t disagree with your product recommendation, but the specific elements of data mining processes will still need to be addressed.>
Human Resources

Data mining requires a great deal of ingenuity and needs highly educated personnel. The appropriate skill level, and staffing will be needed. Typically, people hired for data mining have graduate degrees, and bigger companies in the financial services hire PhDs. Data Mining requires a portfolio of skills in data management, statistical analysis, and data mining, needed to help in business decision-making. 

This design represents a fundamental shift from conventional decision support systems. Rather than simply delivering data to the end user through query and reporting software, the Advanced Analysis Server applies user business models directly to the warehouse and obtains a proactive analysis of the most relevant information. These results enhance the metadata in the OLAP Server by providing a dynamic metadata layer that represents a distilled view of that data. Other analysis tools can then be applied to plan future actions and confirm their impact.
2. Given the scope of the warranty service problem, will Retro need to acquire additional hardware and software?

Yes.  Let’s look at the reasons:
1. Although Retro’s current data infrastructure includes software to implement a particular project, the first evidence suggesting system additions is provided by Simon. As mentioned earlier, he is concerned that the hardware load is stretched, and may not be able to support the data-mining project. Therefore, Retro should add a third server in the data warehouse infrastructure. Then the hardware load would not be compromised with any addition of data-mining software.

2. Simon also brings up a software issue: Can Retro spare computer cycles to run data mining software? With four 4 OLAPs running already, can Retro manage more load? And are these constraints manageable, given the technical requirements of data mining?  Retro is presently considering an upgrade that would probably support the addition of a data mining software package. However, the software package for the data-mining project itself would still need to be added. 

3. Simon’s concerns are supported by Retro’s intent to upgrade the system. A plan is already in the works and supported by the following statement: “We do have the capability to increase the number of processors, memory, and disks on the parallel server that we installed in 2002. Simon stated, “We have a planned expansion no later than three months from now. Once the upgrade is installed, we anticipate having some excess capacity available in the system for new and expanded data analysis projects for at least three months
4. The infrastructure obviously cannot manage implementing the data-mining project in its present state of capacity overload. Once the impending upgrade is completed, the system may then manage the data mining implementation successfully, but only if the data mining project lasts three months or less. The proposed upgrade will only be able to manage new and expanded data analysis for that period. The addition of the data-mining software package will be required for full/long-term implementation of the data-mining project. An extension past the three-month initial period will demand full consideration of adding a third server to the data warehouse platform. 

3. If additional hardware and software are added, what infrastructure changes might Retro require? 

Current Infrastructure Issues

1. The data warehouse receives data from several databases. 
2. Simon says that the IT department is stretched to the limit. 
3. IT resources are essential for the implementation of the data-mining project. 
4. The database has a variety of users who use it in different ways. 
5. Online data processing work is at its maximum; if warranty service data were processed after 8 hours, the data would have no value. 
6. Storing and processing warranty service data on the operational data bank are not effective. 
7. The production servers are dedicated to the production process and cannot be used for warranty service data mining. 
8. The customer, location, and complaint reports needed for the data-mining project cannot be treated as standard reports. 
9. The data analysis carried out for ad hoc inquiries is so slow it would have little value in the data-mining project. 

THE WARRANTY SERVICE CURRENTLY HAS SPECIAL PROBLEMS

 
1. Warranty service requires on-the-spot classification and identification of the customer by way of gender, satisfaction level, age group, type of repair, duration of repair, and frequency of repair. 
2. Customer data for 295,000 individuals 
must be processed efficiently. 
3. Neural network analysis should be instantaneously to target potential customers using advertisements, prices, promotions, locations and quick and reliable service. 

THE SOFTWARE IS NECESSARY TO MEET WARRANTY 
The elements of customer data need OLAP, which takes a snapshot of a relational database and restructures it into dimensional data. The queries can then be run against customer data. Potentially/apparently for complex queries, OLAP can produce an answer in about 0.1% of the time for the same query on relational data. We can wait 8 hours to get a data mining inquiry to remain competitive.


To process warranty satisfaction for 295,000 people properly, we need an OLAP cube. This OLAP structure is created from the operational data from a star schema of tables. At the centre is the fact table, which lists the core facts that make up the query. Numerous dimension tables are linked to these fact tables to indicate how the aggregations of relational data can be analyzed. The number of possible aggregations thus can be determined by every possible way that the original data can be hierarchically linked.

 The calculation of the aggregations and the base data combine to make up an OLAP cube and potentially contain all the answers to every data-mining query. Due to the potential number of aggregations to be calculated, often only a predetermined number can be fully calculated while the remainder is solved when demanded.

There are three types of OLAP beyond the basic concept - Multidimensional OLAP (MOLAP), Relational OLAP (ROLAP), and Hybrid OLAP (HOLAP):

· MOLAP is the 'classic' form of OLAP and is sometimes referred to as just OLAP. It uses a summary database, has a specific dimensional database engine, and creates the required schema as a dimensional set of both base data and aggregations. 

· ROLAP works directly with relational databases, the base data, and the dimension tables are stored as relational tables; new tables are created to hold the aggregation information.

·  Hybrid OLAP uses relational tables to hold base data and uses multi-dimensional tables to hold the speculative aggregations. 
· What Retro needs is Hybrid OLAP. 
The most popular OLAP product is MDS’s Express by Oracle, and Essbase by Hyperion. Other well known OLAP products include:

·  Microsoft Analysis Services (previously called OLAP Services, part of SQL Server), 

· IBM's DB2 OLAP Server (an OEM version of Essbase), 

· SAP BW, 

· Mondrian and 

· products from SAS Institute, Brio, Business Objects, Cognos, MicroStrategy, Sagent and others. It is now up to Retro to select the product it needs. 

HARDWARE 
Retro needs a database designed to support decision-making for warranty service. Data from the current operational data store are copied to the data warehouse so queries can be performed without disturbing performance or the stability of the current systems. Retro should be aware that a data warehouse can become enormous, with hundreds of gigabytes of transactions. 

Our planned expansion should offer excess capacity for at least three months after installation. The current case suggests that the warranty service data-mining project should use the current parallel server and those ad hoc increases in the number of processors, memory, and disks should be made as and when required. 

We do suggest that such sharing is not likely to bring success to the data-mining project. There is a definite need for a dedicated server for the Retro data mining operations. It needs to be device that can manage network resources. 
1. There are three potential solutions to provide timely analysis of warranty information was used previously when the infrastructure was at capacity in 2002. There are protocols in place to allow a similar transition and restrict usage temporarily;  most likely not all 500 users need the functionality of  simple queries. Power queries can still be run without slowing the system. The data mining can also be a long batch process that runs in the background and span several weeks to complete and thus free the ODS. 


2.  The other alternative is to wait. Fortunately, we do have a planned expansion scheduled three months from now, offering some excess capacity for at least three months. However, the problem of warranty dissatisfaction may be solved too late if we wait. As a result Retro’s name could become tarnished because customers will feel we did not do enough to solve the warranty problem.  That may not be an acceptable solution.

3. One might also look very closely at the ODS usage in system backup protocols.  Elimination of redundancies in these protocols will increase efficiency and perhaps free up capacity to address the data mining project needs. 

SUMMARY

Standard Operating Procedures are political as well as functional creations, so before one suggests change, the whole history of the SOP must be understood.  Key stakeholders must be identified, and the authority to negotiate must be brought to the table. This  will also be true of any installation of caps on usage of the system. However, precedent has indeed been set for this course of action being a viable choice. Key stakeholders were mollified in that instance, and negotiation was attained.  

The bottom line is that either usage or capacity will have to change to enable the data mining query to research and understand the warranty issue if we want to use  in-house.  capabilities. The question to be answered is how Retro wants to address the warranty customer service issue and how important Retro considers that issue to its future business relationships.

� Defined by “Business Intelligence and Data Warehousing” from Microsoft SQL Server 2000.


� Thearling, K. “White Paper: Introduction Data Mining” from Information about data mining and analytic technologies


� Thearling, K. “White Paper: Introduction Data Mining” from Information about data mining and analytic technologies





�What’s this site – you don’t address is first, as you did the others.


�PAGE \# "'Page: '#'�'"  �� I prefer to use the third person for this issue. I just think it's easier to read. You can replace incidences of "his/her" with "their" if you think you agree. In the end it's not a major issue.


�PAGE \# "'Page: '#'�'"  �� 295,000 individuals? Files? What?








