Background

After considering tentative solutions to Retro's three data mining problems, you decide to look into a full-scale project's data infrastructure requirements. Retro's data infrastructure includes the computer hardware and software needed to implement a particular project or initiative. Because you already considered some of the data mining project issues related to Retro's warranty service problem, you believe continuing with this project will help you further understand a data mining project.

Simon Bigelow, Retro's director of information technology (IT), is happy to talk with you over the telephone to discuss these issues. He indicates that Retro's data warehouse receives data from several legacy databases. Statistical analysis programs run off the same server that houses the data warehouse. Financial data is stored and analyzed on a separate server.

Although Simon is supportive of data mining and all that it can do for the company, he is concerned about how it will affect the IT department, which is already stretched to its limits. "I'm worried," Simon tells you, "about running data mining software on existing Retro servers. It could stretch the data warehouse too far. We may not be able to spare the computer cycles to run data mining software on it as well. We already run a number of online analytical processing (OLAP) activities to process data for Retro."

Your discussion with Simon highlights how hardware and software issues may be a constraint to the implementation of a data mining project. You begin gathering information about the technical requirements of data mining

From: Simon Bigelow, Director of Information Technology

Subject: Retro’s  Data Infrasture

	To: You, manager of analytical services

	From: Simon Bigelow, director of information technology

	Subject: Retro's Data Infrastructure



In response to your telephone call, I've put together the following overview and explanations of Retro's data infrastructure.
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For a company of its size, Retro Motors has a typical data gathering and data analysis system. Data comes from a number of different sources, is updated in a typical manner, and, as is the case with most database systems, has a wide variety of users wanting to use it in a number of different ways. This system performs both reporting and OLAP functions. The following overview describes Retro's current data infrastructure, its data sources, its data maintenance, and its users.

Data Sources and Data Servers

We have six major internal servers at Retro: four online transaction processing (OLTP) production systems, an operational data store (ODS), and the data warehouse. The ODS acts like a buffer performing some of the processing work before data is moved to the data warehouse. The ODS is also capable of generating timely reports; however, Retro leaves most of that work to the data warehouse.

Update Cycle

Each of the production servers is updated in real time; that is, data is updated as changes occur in the conduct of day-to-day business. Update files are produced from each server and transmitted to the operational data store nightly. Only changed data and new data items are transmitted. Data from all sources is cleansed, reorganized, and integrated within the ODS. This includes the weekly downloads. A set of update files is produced weekly in the ODS and then transmitted to the data warehouse where it is incorporated into the data warehouse structure.

Standard Reports

With the exception of the production and distribution departments' line managers who are given limited access to simple reports, all Retro reports are generated from the data warehouse. The data warehouse also generates some strategic reports that span multiple years.

Data Analysis

Though reporting is the primary output of the data warehouse, it also supports a minimum level of data analysis or ad hoc queries. Most of these queries are run in the background, or "batch," mode, and average an eight-hour turnaround, though some queries run as long as five days.

The data warehouse server links with three classes of clients. Power users, both within IT and throughout Retro's various departments, produce the ad hoc queries using advanced decision support tools. Some important business queries have been "canned" and made available to senior managers and the executive staff so that they can run these queries with the click of a mouse. Finally, a very limited query capability has been given to all Retro employees through Retro's intranet. These queries are very simple retrievals that access pre-aggregated (summarized) data.
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The History of the Data Warehouse

As with most companies, Retro experienced startup and expansion problems at the beginning of the data warehouse project a few years ago. The following table describes some of the major milestones and events in the history of Retro's data warehouse.

	Date
	Event/Milestone

	1997
	Project Kickoff—Five operational and external data sources, two users (Marketing, Finance) on a mid-range Unix server.

	1998
	Expansion I—Five months short of the original 14-month project plan, Retro was forced to double processors (CPU), disk, and memory due to increased data requirements and system load. Users grew to include Sales, Operations, and Distribution. Our database vendor began supporting OLAP extensions to the standard RDBMS queries.

	2000
	Expansion II—Again prior to plan, the system required an upgrade. We took the system to its maximum capacity on processors and memory and again doubled disk space. Based on the initial experience with OLAP, we acquired and installed a true OLAP software package. Users grew to include executive staff, human resources, legal, and public affairs.

	2002
	Expansion III—The system load from users and data updates became unsupportable by the data warehouse server in 2001. For the four months prior to the upgrade, departments and users were placed on quotas and restricted in the development of new queries and reports. After the expansion, all Retro departments became active as users.

	Present
	Fortunately, we do have the capability to increase the number of processors, memory, and disks on the parallel server that we installed in 2002. We have a planned expansion no later than three months from now. Once the upgrade is installed, we anticipate having some excess capacity available in the system for new and expanded data analysis projects for at least three months.


