CASE DESCRIPTION

It was early January 2003, and Bart Kautza was looking at graphs of the latest data from the user satisfaction survey and the proportion of tickets that had been closed within five days. Both graphs showed progress, but also some problems. Most of all, he was concerned with how to use the data effectively to communicate to business managers the need that he saw for more standardized PC platforms. Some significant holes in the data material prevented him from presenting the most convincing argument that standardizing the PCs would achieve a financial benefit to the company.

In June 2000, the corporation had initiated a reorganization of PC services that centralized many of the duties associated with that function. Through this effort, Corporate infrastructure took over the responsibility for handling all desktop standards, hardware and software purchasing agreements, establishment and enforcement of procedures and mentoring. Additionally, the help desk function became centralized at Corporate, with a single phone number for help from anywhere in the world. The organization successfully installed HEAT, a call center support program from FrontRange, and the OTC Call Center was using it to handle employee computer problems in all its manufacturing operations around the world. However, when performance was evaluated in mid-2002, it was discovered that although HEAT allowed the support staff to handle calls more efficiently, the number of calls was not decreasing, the average time required to close a service request (a "ticket") was not falling, and the number of "open tickets" remained as high as ever. In other words, the system had only a marginal effect on the staff's effectiveness.

Bart felt that the cause of these problems was that OTC did not have a standardized PC platform:

The main reason we have all those calls out there is our mixed environment. We need to get to a standardization of equipment and operating system and application version. I think we're always going to have a lot of calls until we get standardized.
His gut feeling was that most of the problems were caused by old hardware and PCs running older versions of the Microsoft Windows operating system. The different platforms required PC technicians to be able to solve problems in a number of different environments. Additionally, it was difficult to establish a uniform set of procedures to solve a certain type of problem. Each PC was an individual problem center, with its own problems and set up. While some of the problems were assumed to be potential problems on other PCs with a similar configuration, tracking down those PCs was too much effort. It was easier to wait until the problem was reported and then fix it. Bart reasoned that if all PCs were standardized, any identified problems that were likely endemic could be patched, or fixed en mass. This would have the effect of reducing the number of calls, time to close tickets, and overall PC downtime. However, his suggestion to standardize was not well received. Upgrading all the PCs and maintaining a standard platform going forward would require a significant investment by the corporation. Dave Brantingham, VP of IS, and Bill Gotham, Director of Corporate Infrastructure, were not insensitive to this problem, but recognized that such an investment would be met with resistance by business departments, which pay for their PCs, but don't get charged for the support provided by PC Services. Dave Brantingham expounds on the issue:

The problem is that management views IT investment as a black hole. Money goes in, but where are the results? We need a stronger ability to justify IT expenditures…to show this is what you are getting for your investment. Or, this is what you couldn't do if you didn't invest in IT.
Dave realized that to address this problem, IT needed to show that when PCs were not performing properly, it had a real impact on the organization. As a member of the University of Wisconsin Oshkosh MIS Advisory Board, Dave was in close contact with professors from the school. He turned to them for help, thinking that this project would be perfect for their newly formed Center for Software Excellence (CSE).

The CSE is an organization created by the MIS Department at the university to support both business and research. A primary goal of CSE is to help businesses solve actual business problems by including university MIS professors on the problem-solving team. A secondary goal is to provide the professors material for researching and teaching MIS problems and practice. Three members of the university's MIS Department (the authors) joined a team in Corporate IS at Oshkosh Truck. On June 3, 2002, Bill Gotham headed the kickoff meeting of the new team. He set the stage for the project:

At the PC desktop level, we don't have a strong set of metrics. I'm a strong believer in: if you can't measure it …you can't fix it. We feel we're doing a good job. We don't have any metrics that say we're doing a good job. We're not capturing complaints either. We don't know if we're working on the right things at the right time.
I want to know, for example, what is the percentage of tickets for business-critical tickets (emergency and high priority) that are completed within five days and what is the percentage that take longer than five days? That will give us an indication of if we are doing the right thing at the right time. If the percentage completed within five days is higher than the percentage completed in over five days, then I'm a happy camper. If not, I'm an unhappy camper.
The meeting resulted in the formation of the OTC Desktop Steering Committee with Bart Kautza as team leader. Other team members were Paul Rosenquist (Supervisor, Call Center), Troy Batterman (Supervisor, PC Services, Oshkosh Truck), Ryan Collier (New Technology Integrator, Corporate Desktop Services), and the authors. The committee's charge included two related goals: (1) determine the cause and cost of the excessive number of support calls, and (2) determine how to reduce the number of calls and the amount of time needed to solve problems. It was determined that the first order of business was to gather information. The authors were charged with this task because they were outside the corporation and, it was reasoned, they could bring a more objective focus to the information collection. The team was to reconvene in a month to discuss the CSE team's findings.

During the next month, the authors met and interviewed Bart Kautza, Ryan Collier, Mary LaPine (Support Specialist, Call Center), Troy Batterman, and Paul Rosenquist. Their goal was to identify the current practice of PC support at Oshkosh Truck, the information collected during the support process, the information required for effective support, and the information needed to determine if investment in standardization was justified.

Oshkosh Truck Corporation employs a centralized approach to its PC Support. All requests for service come into the Call Support Center (CSC), which gathers information from the user and then dispatches the service ticket to an appropriate technician. The technician fixes the problem and then "closes the ticket" by entering information directly into the HEAT system. Mary LaPine explains the operation of the Call Support Center:

We have a staff of four people. Most of these are interns from local colleges or technical schools. The CSC is staffed from 5 am to 9 pm on workdays, and the staff is on call after hours. We rotate on-call status weekly. On a slow day we receive about 50 calls. Our primary job is to collect as much information as possible about the problem. A large numberof these calls are password related. Most employees have two different passwords and many have more than five. They forget them often. We handle this problem right here by resetting the password. Other problems are handled by other portions of the company. Who handles the problem is determined by the type of problem. We record all calls in the HEAT system.
When a call comes in for a problem we don't handle right here, we first specify in HEAT the company that produced the call. We handle calls from four different companies. After the company is selected, we then attempt to determine the call type. The call type is a broad description of the problem. After the type of call is determined, we then determine the sub-call type. This is a more specific determination of the problem. The rest of the information collected is about the user and machine. After we collect this information, our job is done and the call becomes a ticket, which is routed to the appropriate person.
Although there are several different types of problems and groups of people that handle those problems, this project focused on fixing PC problems at the Oshkosh Truck company. The organization refers to these problems as "break/fix problems". Break/fix problems with hardware and software are handled by PC Services in Oshkosh Truck. Paul Rosenquist explains the procedure used by PC Services to handle tickets:

After the Call Center dispatches the ticket to a technician, the technician is supposed to acknowledge receipt of the ticket to the affected user. This is done to reduce the numberof user callbacks because they don't know the status of their service request. However, the technicians are not very good at this.
After the service is performed, the technician is supposed to identify the cause. For example, was it user error or training issue, was it a virus, was a software upgrade needed, or was software needed not installed? This information is entered into the HEAT system by the technician. However, currently the field is not required to close the ticket, and it often is not included. Also at closing, the technician is required to enter the amount of time needed to fix the problem. Technicians are currently very bad at entering information at all levels.
HEAT has a lot of fields that currently do not hold information. These fields could be used to keep information on the configuration of each user's machine. The corporation currently uses ZENworks to keep track of all PC configurations. Zen automatically goes out and reads PC configuration and stores it in a database. Zen is not totally up and functional at this point. Additionally, it does not work well with some of the older PCs in the organization. HEAT has the capability to interact with external databases, but we currently do not do that. We have to figure out how to do this so that all information about a PC is available when a support call comes in.
Troy Batterman explains the process used within PC Services to handle tickets:

Our responsibility is for PCs, laptops, and printers for the Oshkosh Truck campus. The campus consists of seven buildings spread over a 10-mile radius. We support approximately 800 users and 700 machines. Our job is to fix hardware and software problems on these machines, procure new equipment from pre-specified vendors, install new software, and set up new machines.
When a ticket is routed to us by the CSC, we start by recognizing the ticket. This is generally done at the end of each day with an e-mail message. We notify the user that their ticket has been received and provide them with a target fix date. We use the priority levels assigned by the HEAT system to determine the target date. Emergency and High Priority tickets mean the user cannot perform any work. These we must respond to within two hours and fix by the end of the next day. Routine tickets are problems the user can work around. We respond to these tickets by the end of the business day and have a target fix in five days. The lowest priority is a project, which is getting a new machine. The target time for this is 21 days.
We begin each day by meeting to discuss the open tickets. These are the tickets that have been acknowledged and scheduled. I often assign tickets to technicians, but also let them choose tickets at times. We also look at new tickets, which have come in, and schedule them if required. The assignments make up the technicians' work load for the day. We may also discuss difficult problems at this time. We generally close 25–30 tickets per day.
The centralization of PC support with one point of contact for all users has made the process smoother and more understandable. However, there still are problems. Bart Kautza:

PC Services is not perceived well at all in the rest of the company. We'd like to have the number of open tickets below 20. It is now at 80–90. We recently began logging complaints into HEAT, but don't have information on complaints further than two months ago. If I were to guess, the number one problem is customer service/satisfaction with PC Services. I also think that communication and the procedures used are big issues…the techs are supposed to do journaling as they work on a problem. They're not very good at this. They also close tickets (in HEAT) at the end of the day. When they do this, they are supposed to enter the solution, the time to fix, and make changes to the call type if it was originally in error.
Ryan Collier:

There's a lot of inefficiency. The ticket contains only the facility of the user. Techs spend a lot of time searching for the person. Also, they don't group their tickets by facility. They may drive to a location for a ticket in the morning and then drive back for another ticket in the afternoon. Tickets also don't contain detailed information on the problem. If the tech arrives on location and can't find the user and can't figure out the problem…it's a wasted trip. There's a lot of repetition in the set of problems faced by the techs. Techs should know that if they fix a problem, they should also check the PC for other known problems. For example, an older version of McAfee causes lock-ups. They should update this program even if it's not currently causing a problem.
Techs don't have any incentive to work fast; they are hourly contract workers. They just have guidelines on the number they should close per day. They often pick and choose tickets to meet these guidelines. Techs need to be held to higher standards. They currently do not have to worry about doing it well or fast.
Mary LaPine expands on some of the problems and possible solutions:

We have too many problem types. We should have a smaller, broader set, which can then be specified by the tech when the problem is fixed. They can do that now, but are not very good at entering the information. With the turnover and lack of training of our interns…two people may enter two different problems for the exact same call. I personally think, with more training, we could handle more problems here and send less out to PC Services. We have a remote control tool, but it's not used much and we're not supposed to use it.
Troy Batterman:

We're fire-fighting. We're stuck handling emergency and high-priority tickets. High-priority is also not just problem-based. Some users are assigned a high priority no matter what their problem is. My boss is often called directly from other higher-ups and he directs me to handle their problem right away. High-priority problems are causing lower priority problems to be closed later. I know we are missing target dates, but I don't really have any hard data to support that. We are starting to track that.
We have no standard operating system or hardware across the company. We don't have a life cycle approach to handling PCs. A machine is used until it is not feasible to fix and then a new one is purchased. We also use trickle-down computing. If a user gets a new machine and the old one is still serviceable, that machine goes to a different user. The root cause seems to be older systems. We have Pentium 75s that are stretched to the max. They cause emergency problems because the whole machine just dies. Also, many of our machines are still running Windows 98, which causes a lot of problems. We update the operating system on machines that can handle it. But this is not always done even if it's feasible. I can tell you this…new systems mean that support time goes way down.
The centralization of PC support also has created a wealth of information for monitoring the performance of the support organization. However, it is not clear how these reports are used or what they mean. Paul Rosenquist explains the reports:

HEAT comes with about 300 generic reports. I've been modifying some of these, but the primary report we do, that goes out on a daily basis, we create pretty much manually. It shows the 10 oldest support tickets and the 10 oldest projects [1] and who they're assigned to. The second report we do is an assignment analysis. It shows the number ofassignments (who got the ticket) and the number of tickets that were created the previous day. The third report from HEAT is weekly and shows the number of open tickets by how long they've been open, one to five days, six to 10, 10 to 15, and more than 15. The fourth report is monthly, and identifies the number of calls per day and the percentage that go to answering machines rather than operators. The final report we do on a regular basis is number of assignments made and closed per week.
Mary LaPine:

I get the reports, but I don't have a clue what they mean. I don't really know what management wants in them. I sometimes help create the reports, but I don't know why I include what I include. I don't know who gets them or what they do with them. The reports are just raw numbers. We don't do any interpretations.
The Desktop Steering Committee met again on July 9, 2002. At the meeting, the professors presented their findings and recommendations (the report is reproduced in Appendix A.6). Dr. Jakob Iversen explains:

We found two areas to be deficient. The first is the data collected for decision making. We need to collect data on the cause of the problem, the time required to fix the problem, the cost of downtime to the organization, and user satisfaction. Some attempt has been made to collect this information. However, collection has been unreliable at best. Some important data has not been collected at all.
The second area that we found to be deficient is the procedures used to handle tickets. We think the process used is weakly enforced and is deficient in some areas. A new procedure needs to be developed and enforced.
Dr. Michael Eierman continues:

The report we handed out details our recommendations. I should first note that these recommendations are aimed at achieving three goals: (1) reducing the number of calls, (2) reducing the elapsed time between receipt of a call and closing the ticket, and (3) improving customer satisfaction. Our first recommendation is that you begin collecting data from users on lost time and satisfaction with PC services any time they have a ticket closed. This information would help determine the actual cost of a PC problem and how well the service provided by PC Services is perceived by the users. The second recommendation is to link HEAT to ZENworks so that specific problems can be easily linked to specific PC configurations. This will help us learn if the frequency or severity of specific problems is associated with specific hardware configurations, and may help develop an argument for standardization. The third recommendation is to have the technician close the ticket at the user's desk and require that in that closing procedure they record the problem cause and solution, working time required to fix the problem, and elapsed time spent on the problem. Closing at the user's desk when the problem is fixed will allow us to capture accurate information on these items, which may, in turn, reduce the number of calls and help figure out the actual cost of each ticket. The fourth recommendation is to increase the use of data for decision making. This includes developing reports that are designed to answer specific questions for specific decision makers. The final recommendation is a set of suggestions aimed primarily at improving the PC support process to help reduce the time required to fix a problem. These items are detailed in the report you have.
Dr. George Philip:

We believe that to address many of these recommendations, you need to develop a metrics program. First, I will briefly explain the metrics program. A metrics program should only be developed in the context of solving some organizational problem. We believe the report we have given you provides that context. Theoretically, a metrics program begins with a problem or goal that requires analysis to determine a possible cause of the problem. After this, a measurement program is implemented to collect data. The data is then analyzed to determine a possible solution. We now have determined a problem and possible causes. The next step is to develop the measurement program. In doing this, we need to keepin mind several important factors. First, we need to start simple, focusing on a few simple variables before developing complex measurements. Second, we need incentives for those who supply the data. Third, we have to make the program highly visible and make sure that people know that this data will not be used against individuals. Fourth, the data must be used in decision making.
The team went on to discuss the recommendations. Many issues were identified, and often team members learned about information currently captured or reported that they were not aware of. The team also discussed priorities for addressing recommendations. After about an hour, Bart took over and gave the group direction:

We need to go after recommendation one…because that's where we really get at reducing the number of calls…that's our number one goal. And Troy, you guys meet every day; if you like some of these things in here (the recommendations), pick from them. Say, "hey guys, these are some things you are going to do on every call. Make this checklist. Every time you go out, use the checklist because that will help reduce the number of calls".
Bart suggested a two-pronged approach for the team. The first prong focused on improving the service call process to attempt to reduce the time required to address a support call and help reduce the number of calls. Troy Batterman was assigned to take the lead on this. The second prong focused on developing and implementing a metrics program to measure the impact of down-time (the time users were without PC use) on the cost of doing business, and to identify the factors that were causing the large number of support calls and the long time required to fix the problem. Bart assigned Paul the task of modifying the HEAT ticket closing form so data on the problem cause and solution as well as time to fix the problem were required to close the ticket. The techs were not very good at doing this when it was not required, but to get good data, the techs need to do this. The authors were assigned to develop the metrics instrument.

In developing the metrics instrument, the professors decided to start simple with a limited survey that would address three important questions: (1) Are users satisfied with the service offered by the support function? (2) Are the technicians performing their job well? and (3) How much does PC downtime cost the company?

To address the first question, three questions were included in the survey. Users were asked to rank their responses on a scale of 1 to 5, where 1 was Very Satisfied and 5 was Very Dissatisfied. The questions were about the courtesy and professionalism of the people who worked on their problem and their satisfaction with the overall service. In an August meeting of the OTC Desktop Steering Committee, Dr. Jakob Iversen explains:

It is important to begin by determining the general level of satisfaction users have with the support function. This information can be used as a baseline for determining if any changes we make to the support process are having the desired effect.
To address the second question, four questions were included in the survey. Users were asked to use the same five-point scale to answer questions on their satisfaction with the responsiveness and communication effectiveness of the technician, the expertise of the technician, and the time it took to fix the problem. Dr. Jakob Iversen explains:

These questions will focus on the performance of the technicians. They will help us determine if the new procedures we are developing are having the desired impact on keeping the user informed of progress and reducing the time required to close a ticket.
To address the final question, two questions were included in the survey. These two questions were designed to assess the impact of the problem on the organization. They differed markedly from the other seven questions. The first question asked the users to enter the number of production hours lost due to the problem, and the second asked the users to evaluate the type ofimpact that the problem had on the user's productivity. For this question, users were asked to read two scenarios, A and B, and determine if their situation was: (1) Exactly Like A, (2) Mostly Like A, (3) Between A and B, (4) Mostly Like B, (5) Exactly Like B. The two scenarios were:

· Scenario A: I had virtually no loss of production as a result of this problem. I was either able to work fully productive on other issues or was able to get around it with at most a minor loss.

· Scenario B: This problem greatly hampered my ability to perform. It was very difficult for me to do anything productive. While I may have been "working", the things I did weren't necessary and/or added little value to the company.

Dr. Michael Eierman explains:

The raw number of hours lost gives us an idea of how much time the user lost because of the problem. However, it does not tell us how serious the lost time was. The scenario question allows the user to indicate how important the loss of productivity was…we realize this survey is short and does not address all our concerns. We view this effort as a beginning that addresses our most important questions. As we begin to collect data and refine the operation of PC services, we can change the survey to address new concerns or collect additional data. We want to start with a small survey to increase the chance that the users will take the time to answer the questions.
On August 20 the team met to approve the new ticket handling procedures, which Troy Batterman implemented the next day. The survey took until September 12 to develop. After the survey instrument was operational, it was implemented on a test basis for two weeks. The survey procedure randomly sent an e-mail to 50% of the closed break/ fix tickets. The e-mail was an invitation to rate the service the user felt he/she received. Included in the message was a URL to an intranet questionnaire (see Appendix A.1). On September 25 the team met to review the preliminary results. In the first test run of the questionnaire, nine responses were received. In reviewing the responses, it became clear that some of the respondents had misinterpreted the answer scale. This led to a redesign of the layout of the questionnaire. Full data collection started on October 24, 2002, but when the team met on October 30 to discuss the results, only 30 surveys had been completed. It was determined that more data was needed. Data collection continued until January 14, 2003. In this period, PC Services closed 850 break/fix tickets, the questionnaire was sent to 304 of those tickets, and 126 questionnaires were filled out.

[1]A project includes purchase of new software, computer, and so forth, and naturally has a longer time to close than regular tickets.

CURRENT CHALLENGES/PROBLEMS FACING THE ORGANIZATION

In the middle of January 2003, Bart and the team had data available from a number of different sources (Appendix A.2, A.3). The time to make a decision on how to move forward was at hand. The survey data showed a fairly positive attitude from the respondents toward PC Services. This was a welcome change that could be the result of PC Services implementing some of the recommended changes in the PC support process. This could indicate that the need for large-scale change in the computing platform was not really warranted. On the other hand, the survey data also showed that the 125 respondents identified a total of 227 hours of lost productivity for the problems that their computers had.

The team was unsure of how to interpret this productivity data. If they extrapolated this to the total number of break/fix tickets that PC Service closed during the survey period, it would mean that over 1,500 productive hours were lost. How should they put a dollar value on those hours? How accurate were those figures? Did the respondents count only the hours that they lost, or did they also include any hours lost by those impacted by their inability to do work? Ryan, for example, brought up a case where the shipping clerk's PC was down for two hours, and during the time period many truckloads of materials just sat idly in the lots waiting to be checked in. Moreover, did this data provide enough cost justification for standardizing the PC platform? Adding to the dilemma were the survey results that showed that respondents felt, on average, that the impact of PC down time of productivity was minimal. Respondents rated the impact as Mostly Like the scenario that showed virtually no loss of productivity from down time. Did this mean that PCs themselves had little impact on productivity? Was it possible that computers were fixed quickly enough that it did not constitute a major problem (users might be able to do other work while waiting for the computer to be fixed)? Did those respondents that indicated that there was a significant impact on productivity due to downtime really experience a significant loss or were they just frustrated?

The team also examined data from the HEAT system. This data showed that PC Services improved the percentage of tickets closed per month over the past year. However they still had not attained the organizational goal of closing 80% of tickets within five days. Also, the volume of tickets has remained steady at 200–375 tickets closed per month. The team was uncertain as to how to interpret this data. The improved performance in ticket closing was noteworthy and indicated that some of the changes put in place were having the desired effect. However, since they had not attained their goal, perhaps more work on the ticket closing procedure needed to be done. Additionally, while the ticket closing performance was improving, the number of tickets closed per month had not increased, indicating a decreased number of tickets. This information raised additional questions: If their efforts were reducing the number of tickets and with it, lowered productivity losses, should they focus on further improving their procedures and forget about standardization as a way to reduce PC Services costs? On the other hand, these reductions may not have been related to the new PC Services ticket handling procedures.

Finally, Bart noted that they still had not been able to connect ZENworks to HEAT. Therefore, they did not have any information on what platforms were causing the most problems. Thisinformation could have provided a clear indication that standardization would reduce the cost of PC Services. Should they continue to work to connect the two systems? Did they need that data to make the case for standardization, or would productivity loss and cost to repair be enough? Did it matter at all what platforms were causing the most problems if they could continue to reduce the total number of tickets?

The Alternatives

Bart finally came down to deciding between three different options to present to Bill Gotham:

· Option 1: Standardize the platform. While the number of calls is showing a downward trend, the team still has a problem meeting its goal of 80% of the tickets closed within five days. They now have data on the cost of these problems, and although they are unable to tie that cost to specific PC platforms, it may be enough to convince upper management to approve a platform standardization plan.

· Option 2: Get more data. The major weakness in the current data set is the lack of integration between HEAT and ZENworks, which means that it is impossible to identify the platforms that cost the most in terms of number of service tickets and lost productivity. There is also an opportunity for more detailed data on the costs by sending the customer survey to all individuals that have a break/fix problem. There might even be other sources of data that they had not yet identified, which would also help shed some light on the situation and support Bart and the team in making a decision.

· Option 3: Improve procedures. Because the number of calls is beginning to show a downward trend, the cost of platform standardization may never be justifiable. The team should therefore continue with the current data collection efforts only and concentrate the effort on improving the procedures that may reduce the number of calls and the time to service individual calls.

Which option(s) should Bart present to Bill? Are there any other courses of action? Should Bart and Bill take any option to Dave Brantingham?

FURTHER READING

Iversen, J. H., & Mathiassen, L. (2003). Cultivation and engineering of a software metrics program. Information Systems Journal, 13(1), 3–20.

Niessink, F., & Vliet, H. V. (2001). Measurement program success factors revisited. Information and Software Technology, 43(10), 617–628.

Oshkosh Truck. Availalbe at http://www.oshkoshtruck.com/
The HEAT system. Available at http://www.frontrange.com/heat/
ZENworks. Avaialble at http://www.novell.com/products/zenworks/
