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MULTIPLE CHOICE. Choose the one alternative that best completes the statement or answers the question.
Solve the problem.

1) During its manufacture, a product is subjected to four different tests in sequential order. An
efficiency expert claims that the fourth (and last) test is unnecessary since its results can be
predicted based on the first three tests. To test this claim, multiple regression will be used to model
Test4 score (y), as a function of Test1 score (x1), Test 2 score (x2), and Test3 score (x3). [Note: All
test scores range from 200 to 800, with higher scores indicative of a higher quality product.]
Consider the model:

E(y) = B1+B1x1 + p2x2 + B3x3

The first-order model was fit to data for each of 12 units sampled from the production line. The
results are summarized in the SAS printout.

SOURCE  DF ss MS  FVALUE  PROB>F
MODEL 3 151417 50472 18.16 0075
ERROR 8 22231 2779
TOTAL 12 173648
ROOTMSE 5272 R-SQUARE 0872
DEPMEAN 6458 ADJR-5Q 0824
PARAMETER ~ STANDARD TFORO0:
VARIABLE ESTIMATE ERROR PARAMETER=0 PROB> ITI
INTERCEPT 11.98 80.50 015 0.885
X1(TEST1) 02745 01111 247 0.039
X2(TEST2) 03762 0.0986 382 0.005
X3(TEST3) 03265 0.0808 404 0.004

Suppose the 95% confidence interval for B3 is (.15, .45). Which of the following statements is
incorrect?

A) Ata = 05, there is insufficient evidence to reject Ho: B3 = 0 in favor of Hy: B3 = 0.

B) We are 95% confident that the estimated slope for the Test4-Test3 line falls between .15 and
45 holding Test1 and Test2 fixed.

C) We are 95% confident that the Test3 is a useful linear predictor of Test4 score, holding Test1
and Test2 fixed.

D) We are 95% confident that the increase in Test4 score for every 1-point increase in Test3 score
falls between .15 and .45 point, holding Test1 and Test2 fixed.
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A) non-significant t-tests for individual § parameters when the F-test for overall model
adequacy is significant

B) non-random patterns in the plot of the residuals versus the fitted values

Q) significant correlations between pairs of independent variables

D) signs opposite from what is expected in the estimated  parameters

3) What factors affect the sale price of oceanside condominium units? To answer this question, the
following data were recorded for each of the n = 105 units sold at auction:

y = Sale Price ($ thousands)
x1 = Floor height (1,2, 3, ..., 8)
x2 = 1if Ocean view, 0 if Bay view

The following three models were proposed:

Model 1: E(y) = B + B1x1 + B2x2 + B3x1x2 + Ba(x1)? + B5(x1)2x2
Model 2: E(y) = o + B1x1 + B2x2 + B3x1x2
Model 3: E(y) = o + B1x1 + B2x2

Let R2(i) and s(i) be the coefficient of determination and standard deviation, respectively, for Model
(i). Which of the following relationships between the models must be true?

A)s(3) <s(2) B) R2(2) > R2(1) O R2(3) <R2(2) D) s(1) = 5(2)

4) Retail price data for n = 60 hard disk drives were recently extracted from a computer magazine.
Three of the many variables recorded for each hard disk drive were:

y = Retail PRICE (measured in dollars)
X1 = Microprocessor SPEED (measured in megahertz)

(Values in sample range from 10 to 40)
X2 = CHIP size (measured in computer processing units)
(Values in sample range from 286 to 486)

The data were used to fit a regression model. The SAS printout follows:

Analysis of Variance
SOURCE  DF 53 MS FVALUE PROBS>F

MODEL 2 34593103.008 17296051.504 19.018 0.0001
ERROR 57 51840202.926 909477.24431
CTOTAL 59 86432305.933

ROOT MSE 953.66516 R-SQUARE  0.4002
DEPMEAN  3197.96667 ADJ R-SQ 0.3792
CVv. 29.82099

Parameter Estimates
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VARIABLE DF  ESTIMATE ERROR PARAMETER = 0 PROB > IT|

INTERCEPT 1 -373.526392 1258.1243396 -0.297 0.7676
SPEED 1 104.838940 2236298195 4.688 0.0001
CHIP 1 3571850 3.89422935 0917 0.3629

Dep Var Predict Std Err Lower 95% Upper 95%
OBS SPEED CHIP PRICE Value Predict  Predict  Predict Residual

1 33 286 5099.0 4464.9 260.768 3942.7 4987.1 634.1

Suppose you add an interaction term, $3x71x2, to the model. Which of the following statements is
definitely true?
A) R2 will decrease. B) s will decrease.

O) R2 will increase. D) s will increase.




[image: image4.jpg]5) In an Australian study, multiple regression was used to test "the proposition that the effective use
of group discussion methods to resolve conflict depends on the manager's ability and willingness
to encourage subordinates to confront conflict.” A sample of 89 upper-level managers were asked
to complete a questionnaire that measured (on a 7- point scale):

y = Average performance of manager's subordinates (performance)
X1 = Manager's preferred level of subordinate participation in decision making

when conflict is present (participation)

x2 = Average of subordinates’ perceptions of manager's inclination to
legitimize conflict (conflict)

The interaction model below was fit to the data with the following results:

E(y) = Bo + B1x1 + P2x2 + Bax1x2

SOURCE DF SS
Model 3 17.19
Error 85 41.65
TOTAL 88 58.84
ROOT MSE 0.700
DEPMEAN  4.635
PARAMETER
VARIABLES ESTIMATE
INTERCEP 2327
X1 0.146
x2 0.036
X1x2 0.055

Ms

573
049

R-SQUARE
ADF R-SQ

FVALUE

11.69

0.292
0.267

T FOR HO:

STD.ERROR  PARAMETER = 0

0.039
0.105
0.038
0.015

5.817
1397
0.950
3718

PR>F

PR> ITI

0.0001
0.1637
0.3432
0.0003

Suppose the researcher adds the terms B4x > and P5x 3 to the model. Which of the following

statements is definitely true?
A) s will increase.

©) R2 will increase.

B) s will decrease.
D) R2 will decrease.

5)




[image: image5.jpg](Situation L) A farmer's marketing cooperative recorded the volume of wheat harvested by its members from 1981-1994.
The cooperative is interested in detecting the long-term trend of the wheat harvested. The data collected is shown in the
table.

‘Wheat Harvested by Coop. Member

Year Time (y, in thousands of bushels)

1981 1 75

1982 2 78

1983 3 82

1984 4 82

1985 5 84

1986 6 85

1987 7 87

1988 8 91

1989 9 92

1990 10 92

1991 11 93

1992 12 96

1993 13 101

1994 14 102

6) Find the least squares prediction equation for the model y; = Bg + B1t+ €. 6)
A) yt =742+ 19165t B) yt = 1.9165 - 74.2t
Oyt =742 - 1.9165¢ D)yt= -742 - 1.9165¢

Solve the problem.

7) To test for first-order autocorrelation, we use the test. 7)
A) Paasche B) Durbin-Watson
Q) Wilcoxon D) Laspeyres
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1985-1996 is given in the table.

Commercial Manufacturing Retail ~Wholesale

Year  Service Construction and Mining Trade Trade

1985 1,637 2,262 1,645 4,799 1,089

1986 1,331 1,770 1,360 4,139 1,028

1987 1,041 1,463 1,122 3,406 887

1988 773 1,204 1,013 2,889 740

1989 930 1,378 1,165 3,183 908

1990 1,594 2,355 1,599 4,910 1,284

1991 2,366 3,614 2,223 6,882 1,709

1992 3,840 4,872 3,683 9,730 2,783

1993 8,627 5,247 4,433 11,429 3,598

1994 12,787 6,936 5,759 13,787 4,882

1995 16,647 7,004 5,662 13,501 4,835

199% 20911 7,035 5,641 13,509 4,808

8) Using 1985 as the base period and using just construction failures, calculate the simple index for 8)

1992.
A) 21538 B) 46.43 C) 217.88 D) 487.20

(Situation H) The prices of coffee, gasoline, and sugar for each month of 1983 are shown below in the table.

Price of Coffee Price of Gasoline Price of Sugar

Month (per pound) (per gallon) (per pound)

January $1.47 $1.15 $.32

February $1.47 $1.10 $.33

March $1.47 $1.06 $.32

April $1.39 $1.13 $.33

May $136 $118 $.33

June $136 $1.20 $.34

July $1.36 $121 $34

August $1.36 $1.20 $34

September $1.36 $1.19 $34

October $1.36 $1.17 $.34

November $1.36 $1.16 $.33

December $1.36 $1.15 $.33

9) Using May as the base period, find the simple index for the price of coffee for January 1983. 9)

A) 92.52 B) 108.09 Q) 147 D) 102.44




[image: image7.jpg](Situation I) The average monthly retail prices (in cents per pound) of cotton and wool were recorded for the period
beginning January 1990 and ending December 1990. This monthly time series appears in the table.

Retail [Prices Retail Prices
Month Cotton  Wood Month Cotton  Wood
January  60.2 294 TJuly 60.2 294
February  61.0 287 August 61.0 287
March 63.9 287 September  63.9 287
April 65.8 284 October 65.8 284
May 66.2 275 November 66.2 275
June 64.0 257 December  64.0 257

10) Using just the cotton prices, construct the simple index value for March 1990 using January 1990 as  10)

the base period.
A) 99.07 B) 97.62 Q) 9421 D) 106.15
Solve the problem.
11) The wavelike pattern about some long-term trend in a time seriesisknownas . 11) R
A) cyclical fluctuation B) residual effect
C) secular trend D) seasonal variation

(Situation O) Using data from the post-Korean war period, an economist modeled annual consumption, yy, as a function
of total labor income, x1, and total property income, x4, with the following results. Assume data for # = 40 years were
used in the analysis.

»
yt=7.81+091x1;+057x3; s=129 Durbin-Watson d = 2.09

12) For the situation above, give the rejection region for the Durbin-Watson test for residual 12)
autocorrelation. Use & = .10.
A)d<1390r4-d<139 B)d>1600r4-d>1.60
O 139<d<1.60 D)d<139
Solve the problem.
13) A index uses the purchase quantities of the period as weights when calculating a weighted ~ 13)
composite price index.
A) Laspeyres B) base Q) simple D) Paasche
14) When the time series is changing at a increasing rate over time, a(n) model often provides  14)
better forecasting.
A) cyclical B) multiplicative O additive D) seasonal




[image: image8.jpg](Situation G) The number of industrial and construction failures in the United States by the type of firm for the years
1985-1996 is given in the table.

Commercial Manufacturing Retail  Wholesale

Year  Service Construction and Mining ~ Trade Trade

1985 1,637 2,262 1,645 4,799 1,089
1986 1,331 1,770 1,360 4,139 1,028
1987 1,041 1,463 1,122 3,406 887
1988 773 1,204 1,013 2,889 740
1989 930 1,378 1,165 3,183 908
1990 1,594 2,355 1,599 4,910 1,284
1991 2,366 3,614 2,223 6,882 1,709
1992 3,840 4,872 3,683 9,730 2,783
1993 8,627 5,247 4,433 11,429 3,598
1994 12,787 6,936 5,759 13,787 4,882
1995 16,647 7,004 5,662 13,501 4,835
1996 20,911 7,035 5,641 13,509 4,808

15) Using 1985 as the base year and using all five types of firms, calculate the simple composite index

for 1995.

A) 217.88

B) 416.80

Q) 47649

D) 23.99

15)

(Situation F) The sales (in thousands of dollars) of automobiles by the three largest American automakers from 1986
through 1992 are shown in the table below.

Year GM. Ford Chrysler
1986 8,993 5,810 1,796
1987 7,101 4,328 1,225
1988 6,762 4,313 1,283
1989 6,244 4,255 1,182
1990 7,769 4,934 1,494
1991 8,256 5,585 2,034
1992 9,305 5,551 2157

16) Using 1986 as the base year, find the simple composite index for 1990.

A) 65.81

B) 116.92

Q) 151.95

D) 85.53

16)
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beginning January 1990 and ending December 1990. This monthly time series appears in the table.

Retail 1Prices Retail Prices
Month Cotton  Wool Month Cotton  Wool
January 602 294 Tuly 60.2 294
February  61.0 287 August 610 287
March 63.9 287 September  63.9 287
April 65.8 284 Octo er 65.8 284
May 66.2 275 November  66.2 275
June 64.0 257 December  64.0 257
17) Calculate the simple composite index for October 1990 using January 1990 as the base period. 17)
A) 117.09 B) 988 0 3025 D) 112.13

TRUE/FALSE. Write 'T'if the statement is true and 'F' if the statement is false.

Answer the question True or False.

18) Stepwise regression is a useful procedure when determining which variables, from a large group of  18)
variables, are useful in predicting a dependent variable.

19) The dummy variables used to model qualitative variables can be squared to produce a curvilinear ~ 19)
result in a regression model.

20) When predicting y with two variables, x1 and x, the interaction term x1x2 will allow for quadratic ~ 20)
relationships between y and x1 and between y and x3.




