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Instructions:  show your work and display answers clearly.  All the necessary formulas and Tables can be found at the back of the test from page 8 to 11. 

PART I. HYPOTHESIS TESTING (don’t forget to state your hypotheses, type of test, alpha level, and your decision statistic; draw a bell curve diagram indicating rejection region)
PROBLEM 1: Conduct a one-tailed hypothesis test given the information below.

A certain brand of Green Energy light bulbs was advertised as having an average illumination life-span of 2,500 hours.  A random sample of 50 bulbs burned out with a mean life-span of 2,470 hours and a sample standard deviation of 140 hours.  With a 0.05 level of significance, is the sample mean less than the advertised mean? 
PROBLEM 2:  Given the following data from two independent samples, conduct a one-tailed hypothesis test to determine if the first sample mean is larger than the second sample mean, given a 0.05 level of significance.  


n1 = 55
n2 = 46

xbar1= 72
xbar2 = 62

s1=15
s2 = 12

PROBLEM 3.  Conduct a one-tailed hypothesis test given the information below.

A test was conducted to determine whether gender of a spokesperson affected the likelihood that consumers would prefer a new vacuum cleaner.  A survey of consumers at a trade show employing a female spokesperson determined that 78 out of 200 customers preferred the product, while 56 of 180 customers preferred the product when a male spokesperson was employed.  At the 0.05 level of significance, do the samples provide sufficient evidence to indicate that on the average, fewer consumers prefer a new product when the spokesperson is male?
PROBLEM 4.  Conduct a two-tailed hypothesis test given the information below.

Assuming that the population variances are equal for male and female Grade Point Averages (GPAs), use the following sample data to test whether the averages are different at the 0.05 level of significance.
	
	Male GPA’s
	Female GPA’s

	Sample Size
	17
	15

	Sample Mean
	3.8
	3.95

	Sample Standard Dev
	.5
	.7
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   df
.10
.05
.025
.010
.005
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    1
3.078
6.314
12.706
31.821
63.657


    2
1.886
2.920
4.303
6.965
9.925


    3
1.638
2.353
3.182
4.541
5.841


    4
1.533
2.132
2.776
3.747
4.604


    5
1.476
2.015
2.571
3.365
4.032

ADVANCE \d 5
    6
1.440
1.943
2.447
3.143
3.707


    7
1.415
1.895
2.365
2.998
3.499


    8
1.397
1.860
2.306
2.896
3.355


    9
1.383
1.833
2.262
2.821
3.250


  10
1.372
1.812
2.228
2.764
3.169

ADVANCE \d 5
  11
1.363
1.796
2.201
2.718
3.106


  12
1.356
1.782
2.179
2.681
3.055


  13
1.350
1.771
2.160
2.650
3.012


  14
1.345
1.761
2.145
2.624
2.977


  15
1.341
1.753
2.131
2.602
2.947

ADVANCE \d 5
  16
1.337
1.746
2.120
2.583
2.921


  17
1.333
1.740
2.110
2.567
2.898


  18
1.330
1.734
2.101
2.552
2.878


  19
1.328
1.729
2.093
2.539
2.861


  20
1.325
1.725
2.086
2.528
2.845

ADVANCE \d 5
  21
1.323
1.721
2.080
2.518
2.831


  22
1.321
1.717
2.074
2.508
2.819


  23
1.319
1.714
2.069
2.500
2.807


  24
1.318
1.711
2.064
2.492
2.797


  25
1.316
1.708
2.060
2.485
2.787

ADVANCE \d 5
  26
1.315
1.706
2.056
2.479
2.779


  27
1.314
1.703
2.052
2.473
2.771


  28
1.313
1.701
2.048
2.467
2.763


  29
1.311
1.699
2.045
2.462
2.756


  30
1.310
1.697
2.042
2.457
2.750

ADVANCE \d 5
  40
1.303
1.684
2.021
2.423
2.704


  60
1.296
1.671
2.000
2.390
2.660


120
1.289
1.658
1.980
2.358
2.617

ADVANCE \d 5
(
1.282
1.645
1.960
2.326
2.576

MEAN HYPOTHESIS TEST AND CONFIDENCE INTERVAL FORMULAS

Null Hypothesis                                  Standard Deviation     Data “t” for Hypothesis Test            Confidence Interval
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new statistic is being compared.]

DF = n-1 for a small sample.  For large sample use last row of t distribution table
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  LARGE SAMPLE DF =   
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                                                                                                                                                                                                         Use “pooled s” above in small sample t test statistic.
SMALL SAMPLE: DF = n1 + n2 - 2                                                                                                                                                     

******************************************************************************************************************************************
Determine Sample size for 
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 when E = Error of Estimation

ALWAYS ROUND UP VALUE OF n DETERMINED IN FORMULA  
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     LARGE SAMPLE:  DF =         
BINOMIAL PROBABILITY HYP TEST & CONFIDENCE INTERVAL FORMULAS
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    Null Hypothesis                                      Estimator                         “Data” t for Hypothesis Test             Confidence Interval
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[Previous Probability Standard

is “old” probability to which 

probability based on new data

is being compared.]
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� EMBED Equation.DSMT4  ���





� EMBED Equation.DSMT4  ���





� EMBED Equation.3 ���





� EMBED Equation.DSMT4 ���





� EMBED Equation.3 ���





� EMBED Equation.DSMT4 ���





Standard Deviation is the in the denominator of the z statistic                                                                           
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p and � EMBED Equation.DSMT4 ���ARE PROBABILITIES THAT CAN NEVER BE NEGATIVE OR GREATER THAN ONE IN VALUE.


DF FOR A BINOMIAL TEST IS ALWAYS INFINITY (� EMBED Equation.DSMT4 ���  )
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