PAGE  

    Chapter 2: Organizing and Visualizing Data

1
Busn5760_Homework_Key8.doc

Page 1 of 9




CHAPTER 14

14.5
(a)

[image: image77.png]7.00

~
=3
=3

=3
=)

Three-month Treasury Bill Rate

0.00
1990

1995

2000
Year

2005

2010

——Rate
-+=MA(3)
—+ES (W=0.5)
——ES (W=0.25)






(b)
For a given weight, each increase of one unit in horsepower is estimated to result in a mean decrease in MPG of 0.11753. For a given horsepower, each increase of one unit in weight is estimated to result in the mean decrease in MPG of 0.00687.


(c)
The interpretation of b0 has no practical meaning here because it would have meant the estimated mean gasoline mileage when a car has 0 horsepower and 0 weight.


(d)
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(e)
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(a)
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(b)
For a given amount of remote hours, each increase of one unit in total staff present is estimated to result in a mean increase in standby hours of 1.764865. For a given amount of total staff present, each increase of one unit in remote hours is estimated to result in a mean decrease in standby hours of 0.13897.


(c)
The interpretation of b0 has no practical meaning here because it provides an estimate of the mean standby hours when there was no total staff present and no remote hours. 


(d)
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(e)
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(f)
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14.25
(a)
95% confidence interval on 
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(b)
For X1: 
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 with 12 degrees of freedom for ( = 0.05. Reject H0. There is evidence that the variable X1 contributes to a model already containing X2.



For X2: 
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 with 12 degrees of freedom for ( = 0.05. Reject H0. There is evidence that the variable X2 contributes to a model already containing X1.



Both variables X1 and X2 should be included in the model.
14.41
(a)
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, where X1 = shelf space and X2 = aisle location (1 = front).


(b)
Holding constant the effect of aisle location, for each additional foot of shelf space, sales are estimated to increase by a mean of $7.40. For a given amount of shelf space, a front-of-aisle location is estimated to increase sales by a mean of $45.


(c)
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(d)
Based on a residual analysis, the model appears adequate.


(e)
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. Reject H0. There is evidence of a relationship between sales and the two independent variables.


(f)
For X1: 
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. Reject H0. Shelf space makes a significant contribution and should be included in the model.



For X2: 
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. Reject H0. Aisle location makes a significant contribution and should be included in the model.



Both variables should be kept in the model.


(g)
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(h)
The slope here takes into account the effect of the other predictor variable, placement, while the solution for Problem 13.4 did not.


(i)
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. So, 86.4% of the variation in sales can be explained by variation in shelf space and variation in aisle location.
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[image: image23.wmf]834

.

0

2

=

adj

r


14.43
(a)
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, where X1 = amount of cubic feet moved and X2 = is there an elevator in the apartment (yes = 1, no = 0)?

(b) Holding constant the effect of elevator in the building, for each cubic foot increase in amount moved, the labor hours are estimated to increase by a mean of 0.0482. For a given amount of cubic feet moved, a building with an elevator is estimated to have a mean labor hours of 4.5283 below an apartment without an elevator.


(c)
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20.1431
[image: image26.wmf]£

£

=

i

X

X

Y

|

m

23.9078


12.1150
[image: image27.wmf]£

£

=

i

X

X

Y

31.9359

(d)




[image: image28.emf]Normal Probability Plot

-10

-5

0

5

10

15

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

Z Value

Residuals



(d)
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Based on a residual analysis, the errors appear to be normally distributed.  The equal variance assumption does not appear to have been violated.  The linearity assumption also appears to be intact.


(e)
FSTAT = 153.3884, p-value is virtually 0. Since p-value < 0.05, reject H0. There is evidence of a significant relationship between labor hours and the two independent variables (the amount of cubic feet moved and whether there is an elevator in the building).


(f)
For X1: tSTAT = 16.015, p-value is virtually 0. Reject H0. The amount of cubic feet moved makes a significant contribution and should be included in the model.



For X2: tSTAT = -2.1521, p-value = 0.0388 < 0.05. Reject H0. The presence of an elevator makes a significant contribution and should be included in the model.



Based on these results, the regression model with the two independent variables should be used.
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(i)
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 0.8860. Holding constant the effect of the presence of an elevator, 88.6% of the variation in labor hours can be explained by variation in the amount of cubic feet moved. 
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 0.1231. Holding constant the effect of the amount of cubic feet moved, 12.31% of the variation in labor hours can be explained by whether there is an elevator in the building.


(k)
The slope of labor hours with the amount of cubic feet moved is the same regardless of whether there is an elevator in the building.


(l)
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For X1 X2: the p-value is 0.0257 < 0.05. Reject H0. There is evidence that the interaction term makes a contribution to the model.

(m)
The interaction model in (l) should be used.

14.49
(a)
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where X1 = proficiency exam, X2 = traditional method dummy, X3 = CD-ROM-based dummy


(b)
Holding constant the effect of training method, for each point increase in proficiency exam score, the end-of-training exam score is estimated to increase by a mean of 1.1258 points. For a given proficiency exam score, the end-of-training exam score of a trainee who has been trained by the traditional method will have an estimated mean score that is 22.2887 points below a trainee that has been trained using the web-based method.  For a given proficiency exam score, the end-of-training exam score of a trainee who has been trained by the CD-ROM-based method will have an estimated mean score that is 8.0880 points above a trainee that has been trained using the web-based method


(c)
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(d)
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There appears to be a quadratic effect from the residual plots.


(d)
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There is no severe departure from the normality assumption from the normal probability plot.


(e)
FSTAT = 31.77 with 3 and 26 degrees of freedom.  The p-value is virtually 0.  Reject H0 at 5% level of significance. There is evidence of a relationship between end-of-training exam score and the dependent variables.


(f)
For X1: tSTAT = 7.0868 and the p-value is virtually 0. Reject H0. Proficiency exam score makes a significant contribution and should be included in the model.



For X2: tSTAT = -5.1649 and the p-value is virtually 0. Reject H0. The traditional method dummy makes a significant contribution and should be included in the model.



For X3: 
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 and the p-value = 0.07186. Do not reject H0. There is not sufficient evidence to conclude that there is a difference in the CD-ROM based method and the web-based method on the mean end-of-training exam scores.



Base on the above result, the regression model should use the proficiency exam score and the traditional dummy variable.
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 (i)
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(j)
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. Holding constant the effect of training method, 65.89% of the variation in end-of-training exam score can be explained by variation in the proficiency exam score. 
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. Holding constant the effect of proficiency exam score, 50.64% of the variation in end-of-training exam score can be explained by the difference between traditional and web-based methods.  
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. Holding constant the effect of proficiency exam score, 11.93% of the variation in end-of-training exam score can be explained by the difference between CD-ROM-based and web-based methods.


(k)
The slope of end-of-training exam score with proficiency score is the same regardless of the training method.


(l)
Let X4 = X1X2, X5 = X1X3.
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There is no interaction among X1 , X2 and X3.
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There is interaction among at least a pair of X1 , X2 and X3.
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= 0.8122.  The p-value = 0.46 > 0.05.  Do not reject H0.  The interaction terms do not make a significant contribution to the model.

(m)
The regression model should use the proficiency exam score and the traditional dummy variable.
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(a),(b),(c),(e)
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(d)
W = 0.5:

[image: image55.wmf]20092008

ˆ

YE

=

 = 2.67


(e)
(d)
W = 0.25
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(f)
The exponentially smoothed forecast for 2009 with W = 0.5 is lower than that with W = 0.25.  The exponential smoothing with W = 0.5 assigns more weight to the more recent values and is better for forecasting, while the exponential smoothing with W = 0.25 which assigns more weight to more distance values is better suited for eliminating unwanted cyclical and irregular variations.
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(a), (b)
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(b) 
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 where X = years relative to 1980


(c) 
X = 2009 – 1980 = 29, 
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 = $13,613.6815 billion




X = 2010 – 1980 = 30, 
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(d)

There is an upward trend in real gross domestic product since 1980.

16.15
(a),(b),(c),(d)
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(b) 
Linear trend: 
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where X is relative to 1981.

(c) 
Quadratic trend: 
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 where X is relative to 1981.


(d) 
Exponential trend: 
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 where X is relative to 1981.


(e)

	1st Difference
	2nd Difference
	% Difference
	1st Difference
	2nd Difference
	% Difference

	
	
	
	
	
	

	63.49
	
	27.56
	-25.82
	-25.79
	-4.36

	85.26
	21.78
	29.02
	-2.39
	23.44
	-0.42

	71.42
	-13.85
	18.84
	7.98
	10.36
	1.42

	42.81
	-28.61
	9.50
	-4.16
	-12.14
	-0.73

	18.25
	-24.56
	3.70
	-26.56
	-22.40
	-4.68

	29.08
	10.83
	5.69
	9.56
	36.13
	1.77

	18.87
	-10.22
	3.49
	49.45
	39.89
	8.99

	20.34
	1.48
	3.64
	36.70
	-12.75
	6.12

	5.84
	-14.51
	1.01
	39.21
	2.51
	6.16

	-17.18
	-23.02
	-2.93
	8.94
	-30.27
	1.32

	6.22
	23.40
	1.09
	4.06
	-4.88
	0.59

	12.36
	6.14
	2.15
	8.34
	4.27
	1.21

	4.59
	-7.77
	0.78
	4.88
	-3.45
	0.70

	-0.03
	-4.62
	-0.01
	
	
	




Investigating the 1st, 2nd and percentage differences does not suggest any particular trend model is more appropriate than the other.  The quadratic trend does seem to be fitting the data better.

 (f) 
X = 2009 – 1981 = 28.  Using the quadratic trend model, 
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(b)
The amount of charges in January and February are among the lowest in a year.  The amount of charges in September is usually lower than in August or October.  The largest amount of charges in a year is in December.

(c)
In general, there is an upward trend, and, hence, the dollar amounts charged on the bank's credit cards are increasing.

(d)
The large difference between the December 2008 charges and the February 2009 charges is as expected based on the monthly pattern described in (b).

	
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	1.6802853
	0.0226216
	74.2780543
	0.0000000

	Coded Month
	0.0061375
	0.0007390
	8.3049651
	0.0000015

	M1
	-0.1697687
	0.0245660
	-6.9107258
	0.0000107

	M2
	-0.2308168
	0.0244657
	-9.4342935
	0.0000004

	M3
	-0.1778855
	0.0274233
	-6.4866562
	0.0000205

	M4
	-0.1651744
	0.0272535
	-6.0606689
	0.0000403

	M5
	-0.1087891
	0.0271028
	-4.0139468
	0.0014729

	M6
	-0.1178467
	0.0269715
	-4.3693066
	0.0007594

	M7
	-0.0819297
	0.0268599
	-3.0502625
	0.0092953

	M8
	-0.0465731
	0.0267682
	-1.7398663
	0.1054860

	M9
	-0.0953939
	0.0266967
	-3.5732450
	0.0034016

	M10
	-0.0495455
	0.0266455
	-1.8594295
	0.0857427

	M11
	-0.0408071
	0.0266148
	-1.5332515
	0.1491835



(e)
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(f)
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. The estimated monthly compound growth rate is (b1 – 1) 100% = 1.423%.


(g) 
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series are estimated to have a mean 32.36% below the December values.


(h)
March of 2009: X = 26, M3  = 1, 
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(i)
April of 2009: X = 27, M4  = 1, 
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 millions


(j)
This classical multiplicative time series model enables the bank to predict more accurately the amount of charges on its credit cards for each of the 12 months of a year.  The bank can then plan to allocate its resources more effectively to reflect the seasonal fluctuation.
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		M3 given value		0

		M4 given value		0

		M5 given value		0

		M6 given value		0

		M7 given value		0

		M8 given value		0

		M9 given value		0

		M10 given value		0

		M11 given value		0

		X'X		26		325		3		3		2		2		2		2		2		2		2		2		2

				325		5525		36		39		16		18		20		22		24		26		28		30		32

				3		36		3		0		0		0		0		0		0		0		0		0		0

				3		39		0		3		0		0		0		0		0		0		0		0		0

				2		16		0		0		2		0		0		0		0		0		0		0		0

				2		18		0		0		0		2		0		0		0		0		0		0		0

				2		20		0		0		0		0		2		0		0		0		0		0		0

				2		22		0		0		0		0		0		2		0		0		0		0		0

				2		24		0		0		0		0		0		0		2		0		0		0		0

				2		26		0		0		0		0		0		0		0		2		0		0		0

				2		28		0		0		0		0		0		0		0		0		2		0		0

				2		30		0		0		0		0		0		0		0		0		0		2		0

				2		32		0		0		0		0		0		0		0		0		0		0		2

		Inverse of X'X		0.7229938272		-0.013117284		-0.5655864198		-0.5524691358		-0.6180555556		-0.6049382716		-0.5918209877		-0.5787037037		-0.5655864198		-0.5524691358		-0.5393518519		-0.5262345679		-0.513117284

				-0.013117284		0.0007716049		0.0038580247		0.0030864198		0.0069444444		0.0061728395		0.0054012346		0.0046296296		0.0038580247		0.0030864198		0.0023148148		0.0015432099		0.0007716049

				-0.5655864198		0.0038580247		0.8526234568		0.5154320988		0.5347222222		0.5308641975		0.5270061728		0.5231481481		0.5192901235		0.5154320988		0.5115740741		0.5077160494		0.5038580247

				-0.5524691358		0.0030864198		0.5154320988		0.8456790123		0.5277777778		0.524691358		0.5216049383		0.5185185185		0.5154320988		0.512345679		0.5092592593		0.5061728395		0.5030864198

				-0.6180555556		0.0069444444		0.5347222222		0.5277777778		1.0625		0.5555555556		0.5486111111		0.5416666667		0.5347222222		0.5277777778		0.5208333333		0.5138888889		0.5069444444

				-0.6049382716		0.0061728395		0.5308641975		0.524691358		0.5555555556		1.049382716		0.5432098765		0.537037037		0.5308641975		0.524691358		0.5185185185		0.512345679		0.5061728395

				-0.5918209877		0.0054012346		0.5270061728		0.5216049383		0.5486111111		0.5432098765		1.037808642		0.5324074074		0.5270061728		0.5216049383		0.5162037037		0.5108024691		0.5054012346

				-0.5787037037		0.0046296296		0.5231481481		0.5185185185		0.5416666667		0.537037037		0.5324074074		1.0277777778		0.5231481481		0.5185185185		0.5138888889		0.5092592593		0.5046296296

				-0.5655864198		0.0038580247		0.5192901235		0.5154320988		0.5347222222		0.5308641975		0.5270061728		0.5231481481		1.0192901235		0.5154320988		0.5115740741		0.5077160494		0.5038580247

				-0.5524691358		0.0030864198		0.5154320988		0.512345679		0.5277777778		0.524691358		0.5216049383		0.5185185185		0.5154320988		1.012345679		0.5092592593		0.5061728395		0.5030864198

				-0.5393518519		0.0023148148		0.5115740741		0.5092592593		0.5208333333		0.5185185185		0.5162037037		0.5138888889		0.5115740741		0.5092592593		1.0069444444		0.5046296296		0.5023148148

				-0.5262345679		0.0015432099		0.5077160494		0.5061728395		0.5138888889		0.512345679		0.5108024691		0.5092592593		0.5077160494		0.5061728395		0.5046296296		1.0030864198		0.5015432099

				-0.513117284		0.0007716049		0.5038580247		0.5030864198		0.5069444444		0.5061728395		0.5054012346		0.5046296296		0.5038580247		0.5030864198		0.5023148148		0.5015432099		1.0007716049

		X'G times Inverse of X'X		0.7229938272		-0.013117284		-0.5655864198		-0.5524691358		-0.6180555556		-0.6049382716		-0.5918209877		-0.5787037037		-0.5655864198		-0.5524691358		-0.5393518519		-0.5262345679		-0.513117284

		[X'G times Inverse of X'X] times XG		0.7229938272

		t Statistic		2.1603682399

		Predicted Y (YHat)		3.8689998774

		For Average Predicted Y (Yhat)

		Interval Half Width		0.1125293943

		Confidence Interval Lower Limit		3.7564704832

		Confidence Interval Upper Limit		3.9815292717

		For Individual Response Y

		Interval Half Width		0.1737162906

		Prediction Interval Lower Limit		3.6952835868

		Prediction Interval Upper Limit		4.042716168



PHStat User Note:

Enter the values for the given X's
in the cell range B6:B17.
(You can interactively change
these values at any time.)

To delete this note:
Select this note and then
select Edit | Cut.



DCII

				Coded Month		M1		M2		M3		M4		M5		M6		M7		M8		M9		M10		M11

		1		0		1		0		0		0		0		0		0		0		0		0		0

		1		1		0		1		0		0		0		0		0		0		0		0		0

		1		2		0		0		1		0		0		0		0		0		0		0		0

		1		3		0		0		0		1		0		0		0		0		0		0		0

		1		4		0		0		0		0		1		0		0		0		0		0		0

		1		5		0		0		0		0		0		1		0		0		0		0		0

		1		6		0		0		0		0		0		0		1		0		0		0		0

		1		7		0		0		0		0		0		0		0		1		0		0		0

		1		8		0		0		0		0		0		0		0		0		1		0		0

		1		9		0		0		0		0		0		0		0		0		0		1		0

		1		10		0		0		0		0		0		0		0		0		0		0		1

		1		11		0		0		0		0		0		0		0		0		0		0		0

		1		12		1		0		0		0		0		0		0		0		0		0		0

		1		13		0		1		0		0		0		0		0		0		0		0		0

		1		14		0		0		1		0		0		0		0		0		0		0		0

		1		15		0		0		0		1		0		0		0		0		0		0		0

		1		16		0		0		0		0		1		0		0		0		0		0		0

		1		17		0		0		0		0		0		1		0		0		0		0		0

		1		18		0		0		0		0		0		0		1		0		0		0		0

		1		19		0		0		0		0		0		0		0		1		0		0		0

		1		20		0		0		0		0		0		0		0		0		1		0		0

		1		21		0		0		0		0		0		0		0		0		0		1		0

		1		22		0		0		0		0		0		0		0		0		0		0		1

		1		23		0		0		0		0		0		0		0		0		0		0		0

		1		24		1		0		0		0		0		0		0		0		0		0		0

		1		25		0		1		0		0		0		0		0		0		0		0		0





MR

		Regression Analysis

		Regression Statistics

		Multiple R		0.9787680054

		R Square		0.9579868084

		Adjusted R Square		0.9192054007

		Standard Error		0.061259141

		Observations		26

		ANOVA

				df		SS		MS		F		Significance F

		Regression		12		1.1123949565		0.0926995797		24.7022185786		0.0000005708

		Residual		13		0.0487848706		0.0037526824

		Total		25		1.161179827

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%

		Intercept		3.8689998774		0.0520880617		74.2780542872		1.77774294965368E-18		3.7564704832		3.9815292717

		Coded Month		0.0141320841		0.0017016428		8.3049651222		0.0000014811		0.0104559091		0.0178082592

		M1		-0.3909067818		0.0565652278		-6.9107258447		0.0000106786		-0.5131085035		-0.2687050602

		M2		-0.5314752702		0.0563344007		-9.4342934942		0.0000003521		-0.6531783204		-0.4097722201

		M3		-0.4095965147		0.0631444772		-6.4866562051		0.0000204574		-0.5460118378		-0.2731811917

		M4		-0.3803281029		0.0627534859		-6.0606689366		0.0000402871		-0.5158987409		-0.244757465

		M5		-0.2504962092		0.0624064594		-4.0139468195		0.0014729002		-0.3853171421		-0.1156752764

		M6		-0.271352006		0.0621041345		-4.3693066158		0.0007594381		-0.4055198058		-0.1371842061

		M7		-0.1886500967		0.0618471669		-3.0502625426		0.0092952811		-0.3222627518		-0.0550374415

		M8		-0.1072386132		0.0616361239		-1.7398662749		0.1054860488		-0.2403953376		0.0259181112

		M9		-0.2196526541		0.0614714783		-3.5732450257		0.0034016052		-0.3524536835		-0.0868516247

		M10		-0.1140827021		0.0613536038		-1.8594295201		0.0857426985		-0.2466290793		0.018463675

		M11		-0.0939618985		0.0612827703		-1.5332514831		0.1491834713		-0.2263552492		0.0384314522

		RESIDUAL OUTPUT

		Observation		Predicted ln(Y)		Residuals

		1		3.4780930956		-0.0154870858

		2		3.3516566913		-0.0558198253

		3		3.487667531		-0.0440494334

		4		3.5310680269		-0.0970808224

		5		3.6750320048		-0.0012661885

		6		3.6683082922		0.0379198003

		7		3.7651422856		-0.0203551996

		8		3.8606858532		0.0412868164

		9		3.7624038965		0.0442585933

		10		3.8821059326		0.0299170729

		11		3.9163588203		0.0135041032

		12		4.024452803		0.0445739513

		13		3.6476781053		0.026087711

		14		3.521241701		0.0678174178

		15		3.6572525407		0.0440494334

		16		3.7006530366		0.0970808224

		17		3.8446170145		0.0012661885

		18		3.8378933019		-0.0379198003

		19		3.9347272953		0.0203551996

		20		4.0302708629		-0.0412868164

		21		3.9319889062		-0.0442585933

		22		4.0516909423		-0.0299170729

		23		4.08594383		-0.0135041032

		24		4.1940378127		-0.0445739513

		25		3.817263115		-0.0106006252

		26		3.6908267107		-0.0119975925





Data

		Month		Charges		ln(Y)		Coded Month		M1		M2		M3		M4		M5		M6		M7		M8		M9		M10		M11

		1/1/97		31.9		3.5		0		1		0		0		0		0		0		0		0		0		0		0

		2/1/97		27.0		3.3		1		0		1		0		0		0		0		0		0		0		0		0

		3/1/97		31.3		3.4		2		0		0		1		0		0		0		0		0		0		0		0

		4/1/97		31.0		3.4		3		0		0		0		1		0		0		0		0		0		0		0

		5/1/97		39.4		3.7		4		0		0		0		0		1		0		0		0		0		0		0

		6/1/97		40.7		3.7		5		0		0		0		0		0		1		0		0		0		0		0

		7/1/97		42.3		3.7		6		0		0		0		0		0		0		1		0		0		0		0

		8/1/97		49.5		3.9		7		0		0		0		0		0		0		0		1		0		0		0

		9/1/97		45.0		3.8		8		0		0		0		0		0		0		0		0		1		0		0

		10/1/97		50.0		3.9		9		0		0		0		0		0		0		0		0		0		1		0

		11/1/97		50.9		3.9		10		0		0		0		0		0		0		0		0		0		0		1

		12/1/97		58.5		4.1		11		0		0		0		0		0		0		0		0		0		0		0

		1/1/98		39.4		3.7		12		1		0		0		0		0		0		0		0		0		0		0

		2/1/98		36.2		3.6		13		0		1		0		0		0		0		0		0		0		0		0

		3/1/98		40.5		3.7		14		0		0		1		0		0		0		0		0		0		0		0

		4/1/98		44.6		3.8		15		0		0		0		1		0		0		0		0		0		0		0

		5/1/98		46.8		3.8		16		0		0		0		0		1		0		0		0		0		0		0

		6/1/98		44.7		3.8		17		0		0		0		0		0		1		0		0		0		0		0

		7/1/98		52.2		4.0		18		0		0		0		0		0		0		1		0		0		0		0

		8/1/98		54.0		4.0		19		0		0		0		0		0		0		0		1		0		0		0

		9/1/98		48.8		3.9		20		0		0		0		0		0		0		0		0		1		0		0

		10/1/98		55.8		4.0		21		0		0		0		0		0		0		0		0		0		1		0

		11/1/98		58.7		4.1		22		0		0		0		0		0		0		0		0		0		0		1

		12/1/98		63.4		4.1		23		0		0		0		0		0		0		0		0		0		0		0

		1/1/99		45.0		3.8		24		1		0		0		0		0		0		0		0		0		0		0

		2/1/99		39.6		3.7		25		0		1		0		0		0		0		0		0		0		0		0





Data
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