
[image: image1.png]4.19. Find the mean and variance of random variables having the Gamma
and Beta distributions, described in Definitions 3.11 and 3.12.




partial solution:
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Take f(z) = Kz 'e~** on z > 0, where K = A\®/I'(a) is chosen to ensure
J f(z)dz = 1. This is called the Gamma distribution, with symbol I'(a, \); the
parameters a and A can take any positive values.

This Gamma distribution has been found useful in modelling the service
times of customers making transactions such as buying rail tickets, or in super-
markets. It can model quantities whose values are non-negative, and unbounded
above; the density function rises to a single peak before falling away. Taking
a =1 shows that the Exponential distribution belongs to this family.
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Take f(z) = Kz*~}(1—z)"~! over 0 < z < 1, where the constant K is given by
K =I'(a+B)/{I'()'(8)}. This is the Beta distribution, with symbol B(a, 8);
the parameters a and 3 can take any positive values.

The Beta distribution can model quantities that range between zero and
unity, so the Beta family is a candidate for describing our knowledge or belief
about the value of an unknown probability. When a = 8 = 1, it reduces to
the U(0,1) density, which we would use to express complete ignorance about
a probability ~ any value from 0 to 1 seems just as good as any other. If
we favour values near 2/3, some B(2m,m) model could be appropriate; the
larger the value of m, the more concentrated around 2/3 would our beliefs be.
Choosing a in the range 0 < a < 1 allows us to give high weight to values of z
that are close to zero. This distribution is very flexible.





[image: image5.png]Suppose that the quantity we wish to model lies in the finite range (a,b),
rather than (0,1). We could adapt the Beta family for use here; first, a scale
change to map the interval (0,1) to (0,b— a), then a location change by adding
a to all values.

There are many more standard continuous distributions, including the
daddy of them all, the Normal or Gaussian distribution, but we will postpone
their introduction until they arise naturally.




