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n this chapter,we’ll examine an array of proposed explanations for variations 

in the formal structure of organizations (i.e., levels of complexity, formaliza- 

tion, and centralization). We will discuss a key theoretical shift that occurred 

in these explanations—a shift from what’s referred to as a closed-systems 

approach, which focuses primarily on problems of managing internal rela- 

tions,to an open-systems approach,which focuses largely on external or envi- 

ronmental inﬂuences. We will also consider some of the debates among 

researchers about underlying assumptions embedded in different explanations 

of structure, including ones over the extent of managerial freedom (versus 

constraint) in choosing structural arrangements and ones over the role of cal- 

culations of efﬁciency (versus social conformity) in making such choices. 

Let’s return to our building analogy to begin thinking about why formal struc- 

tures are apt to vary. As we noted in Chapter 2, the structure of a building is a 

major determinant of the movements and activities of the people within it. Thus, 

the structure, presumably, is designed to ﬁt and facilitate the activities that are 

planned to take place in it. That’s why an ofﬁce building has a very different 

structure than a factory and factories where automobiles are made are different 

from those where computers are made. Buildings are designed to accommodate 

populations of various sizes—no sane architect would design a huge cathedral 
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for a small religious congregation—and to withstand the environment in which 

they are located. Buildings in upstate New York are different from those in 

Arizona. Just as size,the major activity or technology to be used and the environ- 

ment are important in building design, so is the element of choice—of style, 

color,and so on. Buildings also reﬂect the values and ideologies of the persons in 

control; corporate headquarters and state capitols do not take the form they do 

just on the basis of technological or functional considerations. Of course,organi- 

zations are not built by architects but organizational leaders and other members, 

who may not be in agreement about how the organization should be arranged nor 

always realize what the effects of planned arrangements actually will be. Just as 

one building can be a copy of another,organizational structures can be copies of 

the structures other organizations. Like buildings, organizations can also reﬂect 

the particular fads popular at the time of their construction. And just as buildings 

can be renovated,organizations can be restructured. 

This chapter reviews work that attempts to explain observed variations in 

organizations’formal structure. Different explanations usually highlight certain 

types of inﬂuences at the expense of others,and each rests on particular assump- 

tions (that may not always be made explicit) about the decision-making pro- 

cesses that result in structural arrangements. Since the formal structure of any 

organization is undoubtedly the result of the conjoint operation of very compli- 

cated processes and inﬂuences,each approach is useful in shedding light on fac- 

tors that are relevant to our understanding. 

Most explanations of structure can be placed into one of two basic cate- 

gories: (1) a closed-systems approach and (2) an open-systems approach. Work 

categorized as reﬂecting a closed-systems approach focuses on characteristics or 

attributes of the organization itself as determinants of its formal structure and 

typically on characteristics that affect the ease of and the need for coordinating, 

communicating, and controlling organizational members’activities. Studies in 

this tradition have given a great deal of attention to two characteristics in particu- 

lar as having important inﬂuences on formal structure:size and technology. Work 

categorized as reﬂecting an open-systems approach focuses on how organiza- 

tions’efforts to manage external relations—with customers, suppliers, compe- 

titors, regulatory agencies, and other individuals and groups outside the 

organization—shape their structure. Many of the earliest studies of organizations 

could be classiﬁed as exemplifying a closed-systems approach. The propensity 

of scholars to adopt this perspective may have reﬂected,at least in part,the inﬂu- 

ence of structural–functionalist theory in the post–World War II years on organi- 

zational research. As noted in Chapter 2, the logic of this theoretical framework 

encouraged researchers to explain structure in terms of its effects on organiza- 

tions’ functioning. The reliance on a closed-systems approach probably also 

stemmed from pragmatic concerns of some organizational researchers with help- 

ing managers and government administrators maximize efﬁciency in organiza- 

tional operations. In general, it’s easier to change internal arrangements than 

external factors; hence,for practical purposes,it makes sense to focus on aspects 
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EFFECTS OF SIZE 

Many studies have indicated that organizational size is strongly associated with 

the three dimensions of structure that we have discussed, and there are logical 

explanations for this. As organizations grow, the need for greater specialization 

arises, giving rise to greater complexity. In a small organization, there often are 

simply not enough people to allow individuals to specialize; each member is 

likely to be called on to carry out a variety of tasks. As the number of members 

increases, specialization becomes more feasible. At the same time, increases in 

personnel are also likely to lead to problems of communication and coordination; 

specialization helps prevent duplication of effort, which is more apt to occur 

under these conditions,as well as the possibility that some key tasks will be neg- 

lected because of ambiguity about who’s responsible for them. As problems of 

communication and coordination that often accompany organizational growth 

mount, organizations are likely to respond by greater formalization. And ﬁnally, 

decision-making often becomes more complex as organizations grow, which 

makes delegation of such responsibilities, and hence decentralization, more 

desirable. 

The preceding arguments about the effects of size on complexity are con- 

sistent with ﬁndings from a number of studies conducted by Peter Blau and his 

associates (Blau,1968,1970,1972,1973; Blau,Heydebrand,and Stauffer,1966; 

Blau and Schoenherr, 1971; Klatzky, 1970a; Meyer, 1968a,b, 1971). Their data 

were collected primarily from studies of government agencies, such as state 

employment services and municipal ﬁnance divisions, with supplementary data 

from universities and department stores—in other words, from more service- 

based organizations. In general, this research provides strong evidence that 

increasing size is related to increasing complexity. Hall, Johnson, and Haas 

(1967) likewise report positive correlations, albeit more modest ones, between 

size and several indicators of complexity, as did Rushing (1967). A close rela- 

tionship between size and complexity was also documented in the studies of the 

Aston group in England (Child and Mansﬁeld, 1972; Donaldson and Warner, 

1974; Hickson, Pugh, and Pheysey, 1969; Hickson et al., 1974; Inkson, Pugh, 

and Hickson,1970; Pugh et al.,1963,1968). This research included manufactur- 

ing ﬁrms as well as more number of service-based organizations,thus supporting 

the notion that this relationship was a general one. 

Blau (1970) noted that, as a consequence of the association between size 

and complexity, increases in size do not lead straightforwardly to economies of 

scale, as might be expected. Economies of scale occur when organizations add 

more production workers without adding more supervisors; this entails broaden- 

ing supervisory spans of control. However, because increasing size encourages 

greater specialization and structural complexity,the addition of more production 

workers often leads to increases in administrative costs,for more supervisors are 

needed to oversee and coordinate the activities of specialized subunits, as dis- 

cussed in Chapter 2. Thus, increases in size are posited to lead to economies of 

scale in organizations but at a decreasing rate because of the positive effects of 
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In addition, the arguments that higher levels of formalization and lower 

levels of centralization are found in larger organizations received support from 

studies by the Aston group (Inkson, Pugh, and Hickson, 1970; Mansﬁeld, 1973; 

Pugh et al.,1968) as well as those by Blau and his colleagues (Blau,Heydebrand, 

and Stauffer,1966; Blau and Schoenherr,1971; Klatzky,1970a) and a number of 

other researchers. Increasing size often creates cross-cutting pressures in organiza- 

tions,in terms of centralization. Thus,Blau and Schoenherr (1971) conclude that 

the large size of an agency produces conﬂicting pressures on top management,as it 

heightens the importance of managerial decisions, which discourages delegating 

them, and simultaneously expands the volume of managerial responsibilities, 

which exerts pressure to delegate some of them. (p. 130) 

In Chapter 2, where we discussed problems of measuring centralization, 

we noted that interpreting the nature of the relationship between formalization 

and centralization is sometimes complicated. This relationship also affects our 

understanding of how each of these structural characteristics is related to varia- 

tions in size. In general, research suggests that increasing size is associated with 

a decline in centralization. However,as noted,the risk of delegation is lessened if 

organizational personnel have high levels of expertise (though see Kralewski, 

Pitt, and Shatin, 1985, for an interesting analysis of the effects of size in group 

medical practices). The relation between the level of professionalization in an 

organization’s workforce and its degree of centralization raises one problem in 

interpreting research ﬁndings that demonstrate an inverse relation between size 

and centralization:it is impossible to know whether increased size leads to pres- 

sures to delegate and thus to hiring individuals with greater expertise or whether 

the hiring of experts (thereby increasing organizational size) leads to pressures to 

delegate because experts expect to have more decision-making control. In the lat- 

ter case, size per se is not really the source of decentralization. Most of the 

research that has been conducted on this problem is cross-sectional (the organi- 

zational characteristics were measured at the same point in time), which makes 

addressing this question virtually impossible. Both arguments could be true— 

increases in size may lead to pressures to decentralize,which increases organiza- 

tions’ propensity to hire highly qualiﬁed workers, and once individuals with 

greater skills and qualiﬁcations are hired, they may demand greater decision- 

making autonomy, leading to further decentralization. Exploring the validity of 

these arguments would require collecting data over time. 

Likewise, because increases in formalization often go hand in hand with 

increases in size, it can be difﬁcult to gauge whether larger organizations are 

truly less centralized. For example, Mansﬁeld (1973) found that increasing size 

is related to the increasing use of rules and suggested that size may lead to decen- 

tralization of decision-making but not to loss of control for the organization. The 

relationship between size and centralization is thus complex,with increasing size 

leading to real delegation in some circumstances and such delegation being tem- 

pered by other characteristics in other circumstances. 

In addition,other factors may mediate the relationship between size and dif- 
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(1984) found that the heads of small organizations who were professional man- 

agers were more likely to adopt bureaucratic practices than were heads of small 

organizations who were owner–managers. Geeraerts explains his ﬁnding in terms 

of both the formal training and career orientation of professional managers. 

Because movement from one organization to another is more likely to be a part of 

professional managers’careers,they were more attuned to the need to make visi- 

ble changes in the organizations they headed; changing formal structure is one 

way to achieve this. 

On the other side of the coin, the relationship between size and formal 

structure may be important in accounting for the relationship between size and 

other organizational outcomes found in various studies. The mediating effects of 

formal structure on the relation between size and organizational outcomes are 

illustrated by a study of airlines. This research found that smaller airlines were 

more apt to create competitive challenges in the airline industry than the big carri- 

ers (Chen and Hambrick, 1995). Structural characteristics that are often associ- 

ated with smaller size provide for greater ﬂexibility of organizations and allow 

them to be more nimble in terms of adapting to environmental changes and enter- 

ing new markets (Haveman,1993a). Flexibility can come at a cost,however. Most 

new organizations are small,and research has consistently shown that new organi- 

zations have a low survival rate. Starbuck and Nystrom (1981) note that “nearly 

all small organizations disappear within a few years”(p. xiv). Interestingly, they 

provide data that support this conclusion for both governmental agencies and cor- 

porations. Apparently, governmental organizations are not as protected as many 

people think. The corollary of this research, of course, is that large organizations 

are more likely to survive and are less vulnerable to the often adverse effects of 

change than small ones. Although the higher survival rates of large organizations 

may be partly just a matter of resources (larger organizations being likely to have 

more resources than smaller ones),it may also be related to the lack of reliability 

associated with less standardization of procedures,lower formalization,and other 

structural characteristics that are apt to be found in smaller organizations. This,in 

turn, makes other organizations and individuals have less conﬁdence in a focal 

organization and less willing to engage in long-term transactions,leading to what 

has been termed the “liability of newness”for organizations (Stinchcombe,1965). 

Problems of Research on Size and Structure 

It is important to recognize that ﬁndings from research on the effects of size on 

various aspects of structure are far from consistent and that the direction of these 

relationships is subject to dispute. Hall and Tittle’s (1966) research,for example, 

which used a subjective approach to measuring different aspects of organiza- 

tional structure (i.e., asking individuals about their perceptions), found only a 

modest relationship between size and the degree of formalization and centraliza- 

tion in organizations. In another study, using an approach similar to that of Blau 

and the Aston group, Hall and his colleagues they came up with mixed ﬁndings 
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a set of seventy-ﬁve organizations of highly varied types, they concluded that 

although size is important,factors other than size also must be taken into account 

to understand structure. 

Other research has argued that causality may well run in the other 

direction—decisions about structuring organizations may require certain stafﬁng 

levels. For example,Argyris (1972) suggests that size may be correlated with,but 

not generate or cause,differentiation. Similarly,in a reanalysis of the Aston data, 

Aldrich (1972a,b) posits that size is actually a dependent variable: “the more 

highly structured ﬁrms,with their greater degree of specialization,formalization, 

and monitoring of role performance, simply need to employ a larger work force 

than less structured ﬁrms”(Aldrich,1972a:38). 

Finally, some researchers have criticized research on size effects for inade- 

quately conceptualizing this construct and failing to fully explicate the theoretical 

logic of arguments about size. At ﬁrst glance, organizational size appears to be a 

simple variable—the number of people in an organization. The size issue is much 

more complicated than that, however. In a penetrating article, Kimberly (1976) 

made the case that size can be conceptualized in at least four different ways. 

First, size can be considered as the physical capacity of the organization. 

Hospitals have a ﬁxed number of beds. Hotels have a ﬁxed number of rooms. Air- 

lines have a relatively ﬁxed number of airplanes and seats. Universities have 

capacities in regard to classroom or dormitory space. Of course, if such capacity 

isn’t fully used,this approach can be misleading. Second,size can be thought of in 

terms of the personnel available to the organization. This is the most commonly 

used measure and conceptualization of size,the one used in 80 percent of the stud- 

ies reviewed by Kimberly. One problem with this approach can be seen with just a 

little reﬂection on the nature of organizational boundaries. For example, are the 

students enrolled in a university part of the organization? Are temporary employ- 

ees, technically employed by an employment agency, part of the organization in 

which they are placed? A third way to deﬁne size is in terms of organizational 

inputs or outputs. Inputs can be such factors as the number of clients served and 

the number of inmates housed in a prison. Sales volume is an important output 

measure for many businesses. Kimberly correctly suggests that if size is deﬁned 

this way, research is necessarily limited to making comparisons between organi- 

zations of a similar type. The fourth way of thinking about size is in terms of the 

discretionary resources available to an organization, in the form of wealth or net 

assets. For a college or a university,the size of its endowment is an important con- 

sideration. For a business,it might be capital available for investment. As with the 

third approach,it would be difﬁcult to include different types of organizations in a 

study in which size was measured this way. The components of size may be highly 

intercorrelated in some instances,and indeed they are. But different size measures 

might, and will, lead to different predictions about the relation between size and 

various aspects of structure. Thus, Kimberly’s argument is that researchers have 

often failed to think carefully about which measure of size is most meaningful. 

These problems also affect research on the relationship between technol- 
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EFFECTS OF TECHNOLOGY 

As noted in Chapter 2, research by Woodward (1958, 1965) helped launch the 

stream of work that became known as contingency theory. Size,as we’ve just dis- 

cussed, was identiﬁed as one key contingency—a factor that affected both the 

kinds of structures organizations were likely to adopt and the impact of those 

structures on organizational performance. Woodward’s research suggested 

another important contingency,the primary production technology used by orga- 

nizations. Her research indicated that ﬁrms dominated by “small-batch”technol- 

ogy (involving the production of relatively small quantities of nonstandardized 

goods) had a very different structure, in general, than those with “large-batch” 

technology (involving mass production of standardized goods) and “continuous” 

technology (involving large-scale production of nondiscrete goods such as 

chemicals). Likewise, the structure of ﬁrms based on large-batch technology 

differed from that of ﬁrms with either of the other two technologies. But the 

question that Woodward failed to address very clearly was, what was it, exactly, 

about these different technologies that made certain structural arrangements 

more or less suitable? Later work tried to address this question,drawing attention 

to different features of technology that were related to structure. 

One such effort is found in a study by James Thompson (1967), who pro- 

posed a threefold typology,similar in some ways to that of Woodward,but based 

explicitly on the notion that the level of interdependence in the activities of dif- 

ferent workers is the key to distinguishing among technological types. The nature 

of the interdependence among workers, he argued, affects the degree to which 

tight coordination is required and the degree to which such coordination can be 

scripted or preprogrammed. In this context, one of Thompson’s categories is 

technology that involves pooledinterdependence, in which each worker carries 

out a series of actions relatively independent of other workers; the primary inter- 

dependence stems from the sharing of common “pools” of resources—cash 

drawers among bank tellers, telephones among call-center workers, cash regis- 

ters among supermarket checkers, and so forth. Because technology of this type 

often occurs in settings where workers broker relations among different sets of 

individuals (e.g., persons making deposits and those making withdrawals in a 

bank, individuals seeking technical support and the technical consultants), 

Thompson referred to this technology as mediating. He termed a second type of 

interdependencesequential;this is used to describe settings where the work of 

one individual forms the basis of the work of another, and these activities all 

occur in a predictable order. The classic example of such interdependence is a 

factory line where,for example,one worker places a bolt in a piece of equipment, 

the next person tightens it down,the next uses a pneumatic drill to tighten it fur- 

ther, and so on. Thompson referred to this as long-linked technology. And the 

third type of interdependence,reciprocal,involves activities by different workers 

that are very closely linked but that do not always occur in an orderly fashion, 

thus requiring mutual adjustments by workers. A surgical team composed of a 
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example of this type of interdependence; scientists and technicians working 

together on a given project provide another. Thompson referred to this as inten- 

sive technology. 

It seems reasonable to expect that the level and nature of interdependence 

associated with different types of technology would be reﬂected in the formal 

structure of organizations. Thus, mediating technology, entailing the execution 

of a fairly wide array of activities by each worker, who is doing essentially the 

same things as the others, involves low levels of complexity. Although there is 

only a limited need for coordination, the desire to ensure that workers use the 

same standards and approaches to dealing with different customers is likely to 

lead to at least moderate levels of formalization and, by the same token, only 

moderate levels of centralization (since workers need some autonomy in dealing 

with variations that may occur in different cases). Long-linked technology, 

involving relatively high levels of interdependence,would be expected to involve 

greater levels of complexity and, because the interrelations are predictable, 

higher levels of both formalization and centralization. And intensive technology, 

with its hard-to-predict interdependencies,would be expected to be incompatible 

with high levels of formalization and centralization, though at least a moderate 

degree of complexity (in terms of differentiated work roles) could be predicted. 

The notion of interdependence provides part of an explanation for why dif- 

ferent technologies would be associated with different structures,but as may have 

become clear in the preceding discussion,there’s another likely explanatory factor 

at work: the degree of predictability (or conversely, uncertainty) involved in the 

execution of work activities. Hence, Perrow (1967) focused on uncertainty in 

developing an alternative conceptualization of technological differences among 

organizations. He suggested two distinct aspects of technological uncertainty 

(Figure 3–1). The ﬁrst is variability in the inputs (raw materials) that an organiza- 

tion uses in its production activities, indicated by the number of “exceptional 

cases encountered in the work.”The second is the state of knowledge concerning 

means-and-ends relations in the production process,which determines the nature 

of the search processes that are set in motion when an exception is encountered 

(pp. 195–196). Organizations such as hospitals or schools,whose main inputs are 

human beings,are apt to be characterized by high variability of inputs. Likewise, 

organizations that involve work on new materials from frontier areas of science 

FIGURE 3–1 Perrow’s Dimensions of Technological Uncertainty 

Knowledge of Means–End Relations 

Variability of Inputs Well Understood 

Low Variation Low Uncertainty Moderate Uncertainty 

High Variation Moderate Uncertainty High Uncertainty 
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also are apt to have a high level of variability in their inputs. At the other end of the 

spectrum lie organizations such as steel manufacturers, breweries, or bakeries, 

where the variations in inputs are typically much more limited (if only by the 

organizations’arrangements with suppliers). When means-and-ends relations are 

well understood—when you know that if you do X you will get Y—search pro- 

cesses are usually very limited. When means-and-ends relations are not well 

understood, search processes often entail some combination of intuition, inspira- 

tion, chance, and/or guesswork. The greater the variability in the inputs, and the 

less-developed knowledge of means-and-ends relations, the more an organiza- 

tion’s technology is characterized by uncertainty. Organizations with relatively 

high levels of technological uncertainty would be expected to have lower levels of 

formalization and centralization compared with organizations with less techno- 

logical uncertainty. On the other hand, complexity is likely to be greatest when 

technological uncertainty is very low; predictability should make it easier to 

assign different tasks and activities to different units. 

Research has used a variety of measures of technology, some reﬂecting 

more of Thompson’s emphasis on interdependence (e.g.,the Aston group’s mea- 

sure of “workﬂow integration”), others more closely reﬂecting Perrow’s empha- 

sis on uncertainty. Despite the variations in measurement, in general, studies 

support the idea that higher levels of interdependence and of uncertainty (cap- 

tured by the notion of routinenessof technology) are related to high formaliza- 

tion and centralization. For example,Hage and Aiken (1969) divided the sixteen 

organizations that they studied into those with “routine”and those with “nonrou- 

tine” technology. Even though these were all social agencies, they found a 

marked difference in the degree of routineness and a positive relationship 

between routinization and formalization. Because these organizations tend to be 

on the nonroutine end of an overall continuum of routineness, the ﬁndings are 

even more striking. Moreover,the ﬁndings are generally consistent with those of 

the Aston group (Pugh’s research team), which proceeded independently and 

with very different measures. Recall that the Aston group’s research, referred to 

in Chapter 2,was carried out on a sample of English work organizations. Among 

organizations scoring high on their measure of “workﬂow integration”(tapping 

more automated and preprogrammed technologies) were an automobile factory 

and a food manufacturer. Among those scoring low,with diverse,nonautomated, 

ﬂexible technologies,were retail stores,an education department,and a building 

ﬁrm (Pugh et al.,1968:103). 

Although the organizations in the Aston group’s research are more diverse 

than those in the Hage and Aiken study,they are clustered toward the routine end 

of the routine–nonroutine continuum. As would be expected from the previous 

discussion, more routine technology was associated with greater formalization 

and centralization. Yet another study, by Dornbusch and Scott (1975), examined 

an electronics assembly line, a physics research team, a university faculty, a 

major teaching hospital, a football team, schools, a student newspaper, and a 

Roman Catholic archdiocese. Their evidence, from that diverse set of organiza- 
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It’s worth noting that the relationship between routinization of work and 

centralization may partly reﬂect the level of professionalization of the personnel 

in the organization (Hall, 1981). More professionalized work is usually less rou- 

tinized, almost by deﬁnition (Abbot, 1988). Lincoln and Zeitz (1980) report that 

individual professionals desire and often achieve participation in decision-making. 

They also ﬁnd that the greater the number of professional employees in an orga- 

nization, the more likely are nonprofessional employees to exercise decision- 

making inﬂuence. Thus, organizations with less routine technologies are more 

likely to employ professionals, and these personnel are more likely to explicitly 

pressure the organization to be less centralized and formalized. This ﬁnding is 

consistent with those of Glisson (1978),who found that procedural speciﬁcations 

(formalization) determine the degree of routinization in service delivery. In this 

study,a decision made regarding how to structure the organization led to the uti- 

lization of a particular service delivery technology (with more professional 

employees). Although the high correlation between routinization and formaliza- 

tion remains,the reason for the correlation is reversed in this case. 

COMBINED EFFECTS OF SIZE AND TECHNOLOGY 

Some research suggests that the impact of production technology on organiza- 

tions’overall structure depends partly on the size of an organization. This pos- 

sibility was highlighted in research by the Aston group (Hickson, Pugh, and 

Pheysey, 1969), who broke the general concept of technology into three compo- 

nents:(1) operations technology—the techniques used in the workﬂow activities 

of the organization; (2) materials technology—the variability of materials used in 

the workﬂow; and (3) knowledge technology—the varying complexities in the 

knowledge system used in the workﬂow. In the English organizations they stud- 

ied, Hickson, Pugh, and Pheysey (1969) focused primarily on operations tech- 

nology and found that this had a secondary effect in relationship to size. They 

conclude: 

Structural variables will be associated with operations technology only where they 

are centered on the workﬂow. The smaller the organization, the more its structure 

will be pervaded by such technological effects; the larger the organization, the 

more these effects will be conﬁned to variables such as job-counts of employees on 

activities linked with the workﬂow itself, and will not be detectable in variables of 

the more remote administrative and hierarchical structure. (pp. 394–395) 

The notion that the effects of technology on overall structure depend partly on 

the size of the organization is also supported in research reported by Miller et al. 

(1991). They found that the routineness–centralization relationship operates in 

small organizations but not in large ones. 

This ﬁnding relates to a major debate that developed in the early 1970s over 

whether size or technology was a more critical inﬂuence on structure (Aldrich, 
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that was drawn once the dust settled on this debate was that both are important 

inﬂuences,which may have interactive effects. This is exempliﬁed by a study of a 

large state employment security agency that examined task uncertainty, task 

interdependence (technological variables), and work-unit size as they related to 

coordination mechanisms (Van de Ven, Delbecq, and Koenig, 1976). As tasks 

increased in uncertainty,mutual work adjustments through horizontal communi- 

cations channels and group meetings were used instead of hierarchical and 

impersonal forms of control. As task interdependence increased, impersonal 

coordination decreased and more personalized and interactive modes of coordi- 

nation,in the form of meetings,increased. Increasing size,on the other hand,was 

related to an increased use of impersonal modes of coordination,such as policies 

and procedures and predetermined work plans. In a related study, Ouchi (1977) 

found that both size and homogeneous tasks were related to higher levels of out- 

put controls on workers. 

In one ﬁnal example, a study of architectural ﬁrms revealed that structural 

complexity depended upon size when there were uniform tasks,but that size had 

less of an effect on complexity when tasks were nonuniform (Blau and McKinley, 

1979). Thus,size was important under one technological condition but not under 

the other. 

IN PRACTICE: FUNCTIONAL, PRODUCT, AND MATRIX FORMS 

OF ORGANIZATION 

The need to consider the conjoint effects of size and technology in decisions 

about designing organizations forms a key premise of a prescriptive line of work 

that draws upon research generated by a contingency approach (Davis and 

Lawrence, 1977; Galbraith, 1971; Lawrence and Lorsch, 1969). This work 

deﬁnes several distinct structural forms, based on different ways of grouping 

people into subunits, and suggests how size and technology may be relevant to 

choosing which form is likely to be most effective. Two of the different forms 

that are proposed, the functional and product forms, were suggested by the old 

divisionalization principle from Managerial Theory. A third form, the matrix, 

was developed in the 1960s in ﬁrms in the aerospace industry. These forms are 

graphically represented in Figures 3–2 to 3–4. 

In a functional form, the main divisions are deﬁned by the major areas of 

skills and knowledge that the organization requires to accomplish its tasks. In 

Figure 3–2,these are research and development,manufacturing,ﬁnance,and mar- 

keting. Members of the organization are assigned to one of the main functions,and 

the heads of these functions have primary oversight of the people within their func- 

tion. This form of organization has several advantages, including economies of 

scale and opportunities for people to specialize within a functional group because 

the groups are often relatively large. The primary disadvantage is that it can be dif- 

ﬁcult to get people to coordinate across different functional units, partly because 

their primary identiﬁcation is with their functional group and because their imme- 

diate supervisors are likely to weigh their contributions to the functional unit more heavily than their ability to work across units in evaluating their performance. It is 

argued that a functional form is best suited for smaller organizations (organizations 

that have only one product line fall into this form naturally) and for organizations 

whose technology and markets are relatively stable and thus do not need to worry 

about rapid adaptation of products or production processes. 

In a product form, the main divisions are formed by separate product 

groups,each of which has similar sets of functional groups within it,as shown in 

Figure 3–3. For example,in a company that produced food products,the ﬁrst line 

might be cereals, the second line might be cookies and crackers, and the third 

might be frozen entrées. Each product line would have its own set of people 

doing research and development on the relevant product, its own manufacturing 

(operations) staff, and its own marketing group. These units are often relatively 

small,compared to those in a functional form of organization. Because the main 

authority is vested in the head of the product line, who is likely to focus on how 

people have contributed overall to getting the product out and sold in evaluating 

their performance, coordination across functional units should be comparatively 

unproblematic within each product line; and this, in turn, should enhance the 

organization’s ability to adapt to speciﬁc changes that may affect a given product 

line. On the other hand,the duplication of functions across product groups means 

that the organization as a whole cannot capture the beneﬁts of economies of scale; likewise, because the functional groups within each line are relatively 

small,it is difﬁcult for members to become specialists—they often need to know 

a little about all aspects of their functional area. This form of organization is 

more likely to be found in relatively large organizations (with multiple product 

lines, of course), especially those with technologies and markets that often 

change,thus requiring ongoing adaptation within each product line. 

The matrix form of organization was developed in an effort to capture the ben- 

eﬁts of both functional and product forms. Matrix organizations are divided into 

functional units, as shown in Figure 3–4, but they also create special product (or 

project) groups whose members are drawn from the functional units (sometimes on 

a short-term, sometimes on a longer-term basis). Thus, these organizations have 

central authority vested in both heads of functional units and managers who oversee 

the project groups. The distinguishing feature of matrix organizations, then, is a 

dual-authority structure; this means that some members of the organization report to 

and are evaluated by two separate supervisors or managers. In Figure 3–4,the team 

leaders for each product group have this two-boss relationship. They must get other 

team members to bring their specialized technical knowledge to bear on the project 

to which they are assigned and to cooperate with other team members who have dif- 

ferent knowledge and thus may have very different views of what should be done. 

The team leaders report to both the head of the product group and the head of the 

functional unit from which they are drawn. As noted above,this form was originally 

developed in the aerospace industry in the 1960s,an industry in which organizations 

faced intense competition to create and develop new products, requiring the 

application of a very high level of technical knowledge and skill as well as close 
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collaboration among different specialists in order to speed products to the market. It 

is this kind of context in which matrix forms of organization are expected to be best 

suited, although the dual-authority structure can require extremely intensive inter- 

actions and demands, especially on those employees who have two bosses. Partly 

because of this,it has been suggested that it’s most suited to relatively smaller orga- 

nizations with a limited number (three or four product lines) (Galbraith,1971). 

Information Technology 

Before moving on to consider other forces that shape formal structure,there are a 

few additional points to note about studies of technology and organizations. 

Research on the effects of technology on organizations dropped off considerably 

after the 1970s—perhaps because of the shift in researchers’ interests from 

understanding internal inﬂuences on organizational operations to understanding 

more external,environmental inﬂuences. This shift seems particularly surprising, 

however,because it was after this time point that information technologies devel- 

oped in ways that allowed signiﬁcant transformations in the way people worked 

and, hence, in organizational routines and operations (Zammuto et al., 2007). 

These technologies allow information to be exchanged simultaneously among a 

large number of individuals working at geographically and temporally dispersed 

locations; they also provide decision-making tools (simulations, visualization of 

work processes, etc.) that were largely unknown thirty years ago (Kellogg, 

Orlikowski,and Yates,2006; Polzer et al.,2006). Such technological change has 

potentially enormous implications for the way organizations are structured. Yet 

we have little systematic knowledge of whether or how this technology has sig- 

niﬁcantly altered structural patterns or the conditions under which it does or does 

not lead to structural changes. It remains an intriguing area for further research. 

EFFECTS OF INTERNAL CULTURE 

Another line of research on determinants of structure that could be classiﬁed as 

belonging to the closed-systems approach is that dealing with internal organiza- 

tional culture. The importance of internal culture has received varying degrees of 

attention by organizational scholars and practitioners over time. At one time, 

internal culture was referred to as “informal structure”and held a prominent spot 

in Barnard’s (1968) important analysis of the functions of the executive. Barnard 

argued that one of the major functions of top leaders was to “set the tone”for the 

entire organization, an allusion to the culture of the organization. More contem- 

porary research suggests that the culture established by executives early in a 

company’s life can indeed leave an enduring legacy, in part through shaping its 

formal structures (Burton and Beckman,2007). 

Interest in the effects of culture declined after Barnard’s work but returned 
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popular management literature and as organizations sought a culture of “excel- 

lence”(Peters and Waterman, 1982). Prompted by its popularity among practi- 

tioners, researchers sought to deﬁne this concept more precisely. According to 

Smircich (1985),organizational culture is “a fairly stable set of taken-for-granted 

assumptions,shared meanings,and values that form a kind of backdrop for action” 

(p. 58). Similarly, Ott (1989:1) deﬁned culture as “shared values and beliefs, 

assumptions,perceptions,norms,artifacts,and patterns of behavior.”More behav- 

ioral aspects of culture include shared jargon, slang, humor, and jokes (Kunda, 

2006; Trice and Beyer,1993). 

Organizational culture shapes formal structures by affecting the need for 

and acceptability of different arrangements for control and supervision. A “clan 

form”of organization—one in which the culture stresses collective ties and 

cooperative rather than competitive relations among members—should have less 

formal division of labor (complexity) and fewer rules and regulations governing 

behavior than other kinds of organizations (Ouchi, 1980). The culture ensures 

that members coordinate their behaviors and do what needs to be done to achieve 

organizational goals, thus making decentralization more feasible. This sort of 

culture is sometimes consciously fostered in ﬁrms through training and socializa- 

tion procedures for new employees (Kunda, 2006). An alternative means of 

accomplishing the same end is through the selection of employees with common 

backgrounds, for example, by recruiting employees from the same professional 

schools. Professional programs often inculcate students with certain value orien- 

tations toward work; thus, having employees who share a common professional 

socialization/training program can make it easier to create a common organiza- 

tional culture (Tolbert,1988). Culture affects not only the extent to which formal 

structures are needed to accomplish coordination and control but the degree to 

which certain formal structures are acceptable. Hyde’s (1992) analysis of femi- 

nist health centers and Zilber’s (2002) study of a rape crisis center indicated that 

formal structures can be seen as symbolizing values and ideologies that the mem- 

bers of the organization accept or reject; thus, the structures themselves may be 

resisted if they are understood to be contrary to deeply held values. 

Although academic studies of culture are still being undertaken, the con- 

cept has lost most of the cachet that it once had in the popular management press. 

This may be because organizational cultures are relatively stable: people come 

and go,but the culture remains robust. Thus,it is not an easy thing to change,and 

this makes it less of an attractive management tool. 

ENVIRONMENTAL EFFECTS ON STRUCTURE: 

EXTERNAL CULTURE 

Over time, researchers increasingly began to recognize that much of what goes 

on in organizations is not driven just by concerns about making internal pro- 

cesses more efﬁcient, or even by competition for power among organizational 
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pressures that emanate outside organizations’boundaries,in the environment. In 

later chapters we will discuss in more detail a number of theoretical approaches 

to thinking about the nature of organizations’environments and how these forces 

shape organizations. Much of the recent work on environments draws attention 

to different aspects of organizations than traditional studies of formal structure 

do—to such outcomes as the formation of interorganizational ties, changes in 

organizational boundaries,and organizational survival or death. One tradition of 

research on organizational environments that does seek to explain formal struc- 

ture developed speciﬁcally in reaction to closed-systems explanations. This 

approach is referred to as institutional theory. We’ll describe the general logic of 

this approach and then link it to research on cross-cultural differences in the for- 

mal structure of organizations. 

Formal Structures as Institutions: Institutional Theory 

There are two basic premises of institutional theory, as expounded in a classic 

article by John Meyer and Brian Rowan (1977): the ﬁrst is that speciﬁc formal 

structures can acquire a normative halo—come to be seen as “right and proper” 

elements of modern, well-run organizations—and the second is that when that 

happens,organizations are prone to adopt the structures,independent of any spe- 

ciﬁc problems or obvious need for the structures. For example,Six Sigma is a set 

of formal policies and practices, initially developed at Motorola in the mid- 

1980s, that are intended to reduce the number of defects in organizational pro- 

duction. Today,these policies and practices are viewed by many people as a sign 

of organizations’commitment to producing high-quality products,and therefore, 

even organizations that have had no particular history of problems with high 

rates of defects (or “scrap”) have adopted them. Similarly, in the 1980s and 

1990s, Total Quality Management programs were adopted by many organiza- 

tions independent of size or the kind of technology they used (David and Strang, 

2006; Westphal, Gulati, and Shortell, 1997). Institutional theorists argue that 

organizations adopted such policies because having them, in effect, became a 

social norm. In line with classic sociological theory (Durkheim, 1964), theorists 

assume that organizations change their structures to conform to such norms 

(become “isomorphic”with them) because most decision-makers accept these 

prescriptions and because even those who are doubtful of their value face social 

pressures to conform in order to maintain the legitimacy of their organization 

(DiMaggio and Powell,1983; Marquis,Glynn,and Davis,2007). Thus,an insti- 

tutional approach suggests that the increasing complexity (via the creation of 

new ofﬁces) and formalization (via the adoption of new policies) in modern orga- 

nizations is at least partly the result of social understandings and expectations 

held by individuals and other organizations in organizations’ environments 

(Scott,2007). 

An interesting experiment by Zucker (1977) provided some evidence 

consistent with the idea that organizational structures are subject to institutionaliza- 
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This experiment made use of what psychologists term the autokinetic effect:the 

tendency for people who are asked to stare at a stationary beam of light in a dark- 

ened room to see the light “jump.”Subjects in this experiment, who were asked 

to give estimates of light movement,were assigned to one of three conditions. In 

the ﬁrst condition, they were told that they would be working with another stu- 

dent who had been practicing making estimates. In the second condition, they 

were told to think of themselves as being in an organization and that they would 

be working with a colleague at this organizational task. In the third condition, 

they were told to think of themselves being in an organization and that they 

would be working with a colleague who had more experience and thus would be 

in charge of working the light switch (suggesting a hierarchical relationship). 

These three conditions thus represented progressively more bureaucratized 

settings. In the ﬁrst part of the experiment, the person sitting in the room with 

thesubject was a confederate, who had been instructed to give a particular esti- 

mate for the movement of the light; the confederate gave her estimate ﬁrst and 

then the subject did so. This process was repeated twice. In the second part of 

theexperiment, the confederate left, and a new subject was brought in to work 

with the original subject from the ﬁrst part of the experiment. Again, they were 

asked to give their estimates of the light’s movement, with the original subject 

going ﬁrst. 

Zucker found that, in the ﬁrst part of the experiment, subjects were more 

likely to make their estimates conform to those of the confederate, and to make 

them conform sooner, in the second and third conditions—when they had been 

instructed to think of themselves as being in an organization. This was especially 

pronounced for subjects in the third condition, which conveyed the idea of hier- 

archy. She also found that,in the second part of the experiment,original subjects 

were more likely to stick with the estimates established in the ﬁrst part of the 

experiment and that the new subjects were more likely to make their estimates 

conform to these when they were in the second and third conditions. Zucker 

argued that these results reﬂect the fact that we tend to assume that the behavior 

of people in organizational contexts is purposive and objective, rather than idio- 

syncratic; this tendency makes it relatively easy to transmit behaviors and prac- 

tices in organizational settings and also for practices and policies that 

organizations create to be accepted as “rational.”You may have experienced this 

yourself as a new employee in an organization: given instructions to do your 

work a certain way, you may have hesitated to do things differently, even if it 

didn’t quite make sense to you,or if you thought you knew a better way,because 

you assumed (rightly or not, as it may have turned out) that there was a strong 

rational reason behind the instructions. 

How do formal structures become institutionalized or become widely, nor- 

matively accepted as components of organizations? There are a number of sources 

(DiMaggio and Powell, 1983; Meyer and Rowan, 1977). First, there are coercive 

sources, such as government agencies or other powerful organizations, that can 
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Government regulations, for example, force restaurants to have policies and 

procedures that (we hope) maintain health standards. The adoption of disciplinary 

and grievance processes and the formation of internal labor markets have been 

traced to the development of government mandates for equal employment 

opportunities (Dobbin et al., 1993; Sutton et al., 1994). Sometimes the mandates 

don’t require speciﬁc structures,but as organizations try to show their compliance 

with the mandates by creating structures (e.g., afﬁrmative action ofﬁces), these 

structures become normatively accepted (Blum, Fields, and Goodman, 1994; 

Edelman,1990). 

Second, there are mimetic sources: organizations that serve as models for 

others. Imitation of other organizations is assumed to occur most often when 

organizations face high levels of uncertainty about how to accomplish their goals 

(Meyer and Scott,1983). Rowan (1982) argues,for example,that because of the 

difﬁculties in assessing the impact of education processes (given variability in 

students, uncertainty over the technology of teaching, etc.), schools are particu- 

larly likely to follow prescriptions of their institutional environment. As more 

and more organizations adopt a particular structure, it becomes increasingly 

institutionalized—understood to be something that legitimate organizations 

should have (Fligstein, 1985; Goodstein, 1994; Palmer, Jennings, and Zhou, 

1993; Tolbert and Zucker, 1983); this fuels adoption by remaining nonadopters. 

Mimetic processes have been studied most often by organizational scholars 

(Mizruchi and Fein, 1999). The current vogue of “benchmarking”—watching to 

see what other organizations are doing,with an eye to imitating things that seem 

successful—is likely to contribute to institutionalization as an inﬂuence on the 

structure of contemporary organizations. 

And third,there are normative sources:groups and organizations who advo- 

cate for certain organizational practices and structures and who are considered to 

be credible,legitimate actors. This includes professional associations,such as the 

American Medical Association or the American Association of University Profes- 

sors; trade associations,such as the National Association of Chain Drug Stores or 

the American Production and Inventory Control Society; and other nonproﬁt asso- 

ciations,such as the Sierra Club and the Civil Service Reform Association. When 

such organizations promote a given organizational structure—school health 

nurses, inventory programs, recycling policies, civil service laws for municipal 

governments,and so forth—it is apt to become institutionalized and thus adopted 

by organizations (Terlaak, 2007). For example, Mezias (1990) showed that the 

spread of ﬁnancial reporting practices in Fortune 200 business ﬁrms reﬂected the 

professionalization of accountants and their advocacy of standard practices. In 

modern businesses,consulting ﬁrms often play a key role in the diffusion of struc- 

tures, serving as normative advocates for new policies and practices (David and 

Strang,2006; DiMaggio and Powell,1983:152). 

Thus, in contrast to the older, closed-systems approaches to explaining 

structure, which treated structure as the result of calculated, direct adaptation to 
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limits on such calculations by decision-makers and pressures for conformity to 

externally deﬁned norms. Also, in contrast to the older literature, which con- 

ceived of structure in broad, abstract terms (levels of formalization, complexity, 

etc.), an institutional approach emphasizes discrete components that have 

acquired an institutionalized status (diversity management ofﬁces,grievance pro- 

cedures, stock options for executive compensation, etc.). As noted, responses to 

institutional pressures are likely to lead organizations to have a higher level of 

complexity and formalization overall, but research in this tradition typically 

focuses on explaining the adoption of speciﬁc structural elements (Tolbert and 

Zucker, 1996). Another distinction is that the older literature at least implicitly 

assumed that components of formal structure were integrated—ﬁt together. An 

institutional approach explicitly recognizes that organizations can adopt structural 

elements that are inconsistent (Meyer and Rowan, 1977; Scott et al., 2000). 

When organizations have constituencies with different and even conﬂicting 

norms (e.g., community mental health programs that handle drug abuse treat- 

ment), they can develop structures that have conﬂicting goals and inconsistent 

structures and practices (D’Aunno,Sutton,and Price,1991; Zilber,2002). 

Cross-Cultural Variations in Structure 

The key insight of institutional theory, that conventional understandings in a 

society about how organizations “ought”to look affect the kind of structures that 

organizations have, is relevant to explaining cross-national differences among 

organizations. Interest in cross-cultural differences among organizations has 

risen dramatically in recent years, fueled in large part by the growth of multi- 

national enterprises,whose manufacturing,distribution,sales,and administrative 

operations are often spread around the globe (Morgan, 2004). But it is not only 

business organizations that are affected by cross-cultural inﬂuences. Many inter- 

national religious organizations have long had multinational operations. One 

need only think about the well-publicized policy differences between American 

Roman Catholics and the Vatican to get a glimpse of how national cultural fac- 

tors may affect the functioning of all types of organizations. 

There’s ample evidence that national cultures affect in many ways how orga- 

nizations are structured. For example,clear national differences have been found in 

levels of formalization and in centralization among organizations in the Nordic 

countries,the United States,and Canada (Dobbin and Boychuk,1999). Such cross- 

national structural variations reﬂect differences in institutionalized decision- 

making in different countries (Gooderham,Nordhaug,and Ringdal,1999). Culture 

affects the way decision-makers in organizations perceive their environments and 

thus the “need”for particular structural arrangements (Malan,1994). 

The importance of national cultures for organizations can be seen most 

clearly, perhaps, in multinational organizations, especially in cases where the 

norms that affect organizations in the country of origin differ from those of the 

host country. In an analysis of Japanese companies in the United States, Ouchi Chapter 3 Organizational Structure:Explanations 63 

American Japanese 

Short-term employment Lifetime employment 

Individual decision-making Consensual decision-making 

Individual responsibility Collective responsibility 

Rapid evaluation and promotion Slow evaluation and promotion 

Explicit,formalized control Implicit,informal control 

Specialized career path Nonspecialized career path 

and Jaeger (1978) suggested that Japanese and American companies typically 

exhibited the following distinctive characteristics: 

They found that Japanese ﬁrms with operations in the United States resem- 

bled the Japanese model more than the American model, suggesting that the 

country of origin is of critical importance (see also Ouchi and Johnson,1978). 

There has been some debate, however, over the importance of national 

culture versus other factors in shaping organizations, that is, whether organiza- 

tions are mostly “culture free”or largely “culture bound.”The culture-free view 

is that organizational characteristics reﬂect other differences that characterize 

organizations in different countries, rather than national cultures per se. These 

other factors could be size,technology,internal culture,or factors not yet consid- 

ered. The culture-bound argument is that national cultures are the dominant force 

in operation. Not surprisingly,perhaps,neither extreme view has decisive empir- 

ical support. 

In their study of multinational banks in Hong Kong, Birnbaum and Wong 

(1985) found support for a culture-free determination of structure. Centraliza- 

tion,vertical and horizontal differentiation,and formalization were not related to 

the cultures in which the multinational banks studied operated. Similarly,Marsh 

and Mannari (1980) also report that structural relationships found in the West 

tend to have the same form in Japan,rather than varying with culture. Also in line 

with these arguments, Conaty, Mahmoudi, and Miller (1983) found that many 

organizations in prerevolutionary Iran were modeled on Western organizations 

and showed little signs of the particular culture in which they were located. 

On the other hand, those making a case for culture-bound arguments can 

cite a number of empirical studies. One, a study of manufacturing plants in 

France,former West Germany,and Great Britain,found that the education,train- 

ing, recruitment, and promotion processes in each country reﬂected different 

“logics”(values), giving rise to particular ways of managing problems of differ- 

entiation and integration, and resulting in nationally different organizational 

shapes (Maurice,Sorge,and Warner,1980). Distinctive formal structures that are 

attributed to differences in cultural values have also been documented in studies 

of organizations in Saudi Arabia and the United States (At-Twarjri and 

Montansani, 1987), in multinational ﬁrms in India (Gupta and Govindarajan, 

1991; Rosenweig and Singh, 1991), in business organizations in East Asia 

(Appold, Siengthai, and Kasarda, 1998), small businesses in China and the 64 Part II Organizational Structure 

United States (Hall et al., 1993; Nee, 1992), newspapers in Finland (Dalin, 

1997),and breweries in Germany and the United States (Carroll et al.,1993). 

There are, thus, contrasting ﬁndings and interpretations in regard to the 

importance of cultural differences for organizational structure. Although the 

relative importance of cultural differences may be debated,it seems most reason- 

able to assume that organizations are affected by widespread norms and social 

understandings about appropriate structures and relationships that exist in the 

countries in which they are located,just as they are affected by size and technol- 

ogy (Guillen and Suarez, 2005; Whitley, 1999). Lincoln, Hanada, and McBride 

(1986) suggest that national cultural effects are additive in the sense that they are 

added to the variations in structure introduced by operations technology, size, 

and market constraints. These authors go on to note that there may be situations 

in which cultural factors could override technology. 

It is also possible that cultural forces affect different aspects of organiza- 

tions than more material inﬂuences. For example, Hamilton and Biggart (1988), 

in an analysis of South Korean, Japanese, and Taiwanese organizations, argue 

that both culture-based practices and market factors are important in explaining 

organizational growth but that authority patterns and legitimation strategies (cul- 

tural factors) best explain organizational structure. A comparative analysis by 

Hall and Xu (1990) of Chinese and Japanese organizations led them to conclude 

that differences in family and Confucian values in the two countries contribute to 

crucial differences in structure between the two countries, though they also 

believe that material and cultural explanations of structure both have validity. 

Overall, work that emphasizes the independent effects of distinctive 

national systems of values and social understandings in shaping organizations is 

very compatible with the institutional perspective described above (Guler, 

Guillen, and MacPherson, 2002). Just as an institutional approach, by itself, is 

not sufﬁcient to explain the formal structure of organizations, purely cultural 

explanations are also limited. However, these lines of work do draw attention to 

important, nonmaterial inﬂuences on structure that were largely overlooked in 

most early analyses. Considering them provides a backdrop for discussing some 

basic debates on assumptions about the nature of organizational decision-making 

and decision-makers that (at least implicitly) underlie different explanatory 

approaches. One debate involves the extent to which decision-makers have dis- 

cretion or are constrained in choices about how to structure their organizations. 

Arelated debate involves the question of whether (and when) decision-makers 

are guided by more external pressures or by independent calculations of costs 

and beneﬁts in such choices. 

CREATING FORMAL STRUCTURE: DEBATES OVER PROCESS 

The question of the degree of latitude decision-makers have in choosing particu- 

lar structural conﬁgurations was raised partly as an objection to what was seen as 
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Recall that this approach was premised on the notion that the “best”structures 

depended on the context in which an organization operated—its size,the kind of 

technology it had, and so forth (Donaldson, 1995, 1996). Critics of empirical 

work in this tradition pointed out an implicit assumption underpinning much of 

it: that decision-makers normally responded to these contextual forces by 

“choosing”the right structure,one that facilitated adaptation and thus maximized 

the organization’s efﬁciency. This conception of decision-making processes also 

underpins much of the current work that goes under the banner of “strategy”and 

more of the economics-oriented analyses in general (Porter, 1998; Williamson, 

1983). The idea of strategic choice is not a new one. Chandler (1962) emphasized 

the importance of strategic choices made by top-level decision-makers for 

business ﬁrms such as Sears,Roebuck,and General Motors as they attempted to 

take advantage of perceived markets in their environment. When whole sets of 

organizations are viewed as responding in the same way to similar technological, 

environmental, or other inﬂuences, though, the question can be raised about 

whether these “choices”are in fact beyond the volition of individual decision- 

makers and are essentially determined by external conditions. In other words, 

traditional explanations of formal structure were seen by some theorists as predi- 

cated on the assumption that organizational decision-makers must make a given 

choice in a particular context; otherwise,their organizations will fail. 

Child (1972a) challenged this implicit determinism by noting that internal 

politics often strongly affect the structural forms that organizations assume and 

that deﬁnitions of key environmental features and relevant performance stan- 

dards are importantly shaped by such political considerations. He also argued 

that the internal politics are themselves dependent on the existing power arrange- 

ments in the organization. There is a fair amount of evidence that chances of 

organizational failures are much lower among larger,older organizations (Freeman, 

Carroll,and Hannan,1983); thus,one could expect that decision-makers in such 

organizations would indeed have some latitude in making choices about structure 

and that these choices might well reﬂect considerations other than efﬁciency 

maximization or proﬁtability. In a similar vein,Robert Michels (1949),writing in 

the early twentieth century,suggested that the leaders of large political organiza- 

tions often made decisions that were more consistent with their personal interests 

than with those of the general membership. Likewise, assessing the economic 

landscape during the Great Depression of the 1930s,Adolph Berle and Gardiner 

Means (1932) suggested that managers of large, publicly held companies were 

often inclined to make decisions that advanced their own interests rather than 

those of the nominal owners, the stockholders (Tolbert and Hiatt, forthcoming). 

It’s not necessary to assume that the heads of organizations are typically guided 

by their self-interests; the key point is that they may make decisions that reﬂect 

concerns other than maximizing efﬁciency or enhancing the organization’s com- 

petitive position. The concept of equiﬁnality, which implies that there may be a 

variety ofways (e.g., structures) to achieve a given end (e.g., organizational sur- 

vival),isrelevant here. Thus,an ongoing debate among organizational researchers 
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determined by the need to operate with maximum efﬁciency in a given environ- 

ment or whether it is likely to reﬂect decision-makers’preferences and concerns 

with other factors than efﬁciency. 

Another, related debate over the decision-making processes that underlie 

observed structural outcomes revolves around the question of the extent to which 

decision-makers typically engage in independent calculations of the relative 

advantages of a particular structure,or just follow the dictates of external groups 

and organizations. This debate echoes a long-standing concern in sociological 

analyses about “under-socialized”and “over-socialized”conceptions of action 

(Wrong,1961); it also relates to work by economists on “herd”behavior (Banerjee, 

1992). While there is little debate over the assertion that organizational decisions 

are made on the basis of “bounded rationality”(Simon,1957),there is much less 

agreement on the degreeto which rationality is bounded or when it is apt to be 

more or less bounded. The notion of bounded rationalitywill be considered in 

detail in Chapter 6,where we discuss organizational decision-making. In brief,it 

implies that people are inherently incapable of making the sort of full assess- 

ments of options that are necessary to make optimal choices. Work based on 

institutional theory has been criticized for implying that organizational decision- 

makers are characterized by a very high degree of bounded rationality—or, as it 

is sometimes put, that they are “cultural dopes”(Wrong, 1961; see also Abbott, 

1992; Hirsch and Lounsbury, 1997). On the other hand, some economic 

approaches to explaining organizations, while explicitly acknowledging prob- 

lems of bounded rationality, make arguments that imply that decision-makers 

can and usually do make incredibly complex (and correct) calculations of how 

much it would cost over the long run to produce goods in-house versus purchas- 

ing them in the market; this conception of organizational decision-making is also 

clearly subject to challenge (Tolbert and Zucker,1996). 

Debates over the decision processes that lead organizations to have a par- 

ticular structural arrangement are difﬁcult to resolve, in part because we know 

relatively little about how decisions are “typically”made in organizations, or 

what kinds of conditions affect tendencies to produce decisions based on efﬁ- 

ciency concerns versus other issues, or when decision-makers will be willing to 

make and follow their own independent judgments versus following the herd. 

But we think that it is useful for you to be aware of these debates as you consider 

research on organizational structure (and other aspects of organizations as well), 

since most research does rest on implicit assumptions that the debates reﬂect. 

SUMMARY AND CONCLUSIONS 

We have considered a series of explanations of organizational structure. These 

have ranged from those emphasizing more material factors, such as size and 

technology, to those focused on more ideational factors, such as internal and 

external cultural inﬂuences. Which is the correct explanation? It should be obvi- 

ous by now that neither “all of the above”nor “none of the above”is the appro- 

priate answer. The explanations of structure must be considered in combination.

