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156 COUNTING DATA


Procedure 2. To find the p-value for testing the hypothesis H0: π = π0 vs. H
A


: π != π0:


1. Observe p : p̂ is now fixed, where p̂ = y/n.


2. Let p̃ be a binomial random variable with parameters n and π0. The p-value is P ["p̃ −


π0" ≥ "p̂ − π0"].


Example 6.7. Find the p-value for testing π = 0.5 if n = 10 and we observe that p =


0.2. "p̃ − 0.5" ≥ "0.2 − 0.5" = 0.3 only if p̃ = 0.0, 0.1, 0.2, 0.8, 0.9, or 1.0. The p-value
can be computed by software or by adding up the probabilities of the “more extreme” values:
0.0010 + 0.0098 + 0.0439 + 0.0439 + 0.0098 + 0.0010 = 0.1094. Tables for this calculation are
provided in the Web appendix. The appropriate one-sided hypothesis test and calculation of a
one-sided p-value is given in Problem 6.25.


6.2.4 Confidence Intervals


Confidence intervals for a binomial proportion can be found by computer or by looking up
the confidence limits in a table. Such tables are not included in this book, but are available in
any standard handbook of statistical tables, for example, Odeh et al. [1977], Owen [1962], and
Beyer [1968].


6.2.5 Large-Sample Hypothesis Testing


The central limit theorem holds for binomial random variables. If Y is binomial with parameters
n and π , then for “large n,”


Y − E(Y )


√


var(Y )


=
Y − nπ


√


nπ(1 − π)


has approximately the same probability distribution as an N(0, 1) random variable. Equivalently,
since Y = np, the quantity (p − π)/


√


π(1 − π)/n approaches a normal distribution. We will
work interchangeably in the p scale or the Y scale. For large n, hypothesis tests and confidence
intervals may be formed by using critical values of the standard normal distribution.


The closer π is to 1/2, the better the normal approximation will be. If n ≤ 50, it is preferable
to use tables for the binomial distribution and hypothesis tests as outlined above. A reasonable
rule of thumb is that n is “large” if nπ(1 − π) ≥ 10.


In using the central limit theorem, we are approximating the distribution of a discrete random
variable by the continuous normal distribution. The approximation can be improved by using a
continuity correction. The normal random variable with continuity correction is given by
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√
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if Y − nπ > 1/2


Y − nπ


√


nπ(1 − π)


if "Y − nπ " ≤ 1/2


Y − nπ + 1/2
√


nπ(1 − π)


if Y − nπ < −1/2


For nπ(1 − π) ≥ 100, or quite large, the factor of 1/2 is usually ignored.


Procedure 3. Let Y be binomial n,π , with a large n. A hypothesis test of H0: π = π0 vs.
H


A


: π != π0 at significance level α is given by computing Z
c


with π = π0. The null hypothesis
is rejected if "Z


c


" ≥ z1−α/2.
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