
[image: image1.png]4.17. X has the U(—=/2,7/2) distribution, and ¥ = tan(X). Show that
Y has density 1/(n(1 + y2)) for 00 < y < oo. (This is the Cauchy
density function.) What can be said about the mean and variance
of Y'? How could you simulate values from this distribution, given a
supply of U(0,1) values?




partial solution:

[image: image2.png]417. P(Y < y) = P(tan(X) < y) = P(X < arctan(y)) = (arctan(y) + 7/2)/m.





[image: image3.png]-
Differentiate, the given density emerges. Then E(Y) = f 74Ly; is not defined,

since f ;Pﬂ—y"r = o0. So the mean (and hence the variance) does not exist. If

Uis U(O 1), then U — 7/2 is U(—m/2,7/2), so tan(nU — w/2) vnll simulate.





[image: image4.png]421. Let X and Y have joint density 2exp(—z —y) over 0 <z <y < 0.
Find their marginal densities; the density of X, given Y = 4; and the
density of Y, given X = 4. Show that X and Y are not independent.

Find the joint density of U = X +Y and V = X/Y. Are U and V
independent?




partial solution:

[image: image5.png]421 fx(z) = _}o flz,y)dy = T2=XP('I — y)dy = 2exp(—2z) on z > 0. fr(y) =

T fen)dz = [2exp(-z = y)dz = 271 =) on y > 0. f@lY = 4) =
b

o

f(z,4)/fr(4) = 2e774/(2e74(1 — ed) = e*/(1-€e*)on0 <z <4
FlX = 4) = f(4,9)/fx(4) = 24 V/(2¢®) = e* ¥ ony >4 Xand Y
are not independent. Firstly, ¥ > X, more formally f(=,y) is not the product of
the marginal densities. When U = X +Y and V = X/Y, the worked example
in the text shows J = u/(1+ v)?, so g(u,v) = 2e~“u/(1 +v)?on0<u< 0,
0 < v < 1. Integrating, U has density ue~* on u > 0, V" has density 2/(1 +v)
on 0 < v < 1. 50 g(u,v) = gu(u)gy (v) and U,V are independent.
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