Qualitative Research Methods
The Case Study Method 

The case study is an intensive description and analysis of a phenomenon or social unit, such as an individual, group, institution, or community. In contrast to surveying a few variables across a large number of units, a case study tends to be concerned with investigating many, if not all, variables in a single unit. By concentrating upon a single phenomenon or entity (the case), this approach seeks to uncover the interplay of significant factors that is characteristic of the phenomenon. The case study seeks holistic description and interpretation. The content of a case study is determined chiefly by its purpose, which typically is to reveal the properties of the class to which the instance being studied belongs. If conducted over a period of time, the case study may be longitudinal; thus, changes over time become one of the variables of interest. Other case studies are concerned with describing a phenomenon as it exists at a particular time.

One of the characteristics of the case study approach is its adaptability to different research problems in many fields of study. There are four essential properties of a qualitative case study. Case studies are:

· Particularistic - case studies focus on a particular situation, event, program, or phenomenon

· Descriptive - the end product of a case study is a rich thick description of the phenomenon under study

· Heuristic- case studies illuminate the reader's understanding of the phenomenon under study. They can bring about the discovery of new meaning, extend the reader's experience, or confirm what is known

· Inductive - qualitative case studies, for the most part, rely upon inductive reasoning for the formulation of concepts, generalizations, or tentative hypotheses

The Historical Research Method

Purpose: To reconstruct the past systematically and objectively by collecting, evaluating, verifying, and synthesizing evidence to establish facts and reach defensible conclusions, often in relation to particular hypotheses.

Examples: A study of the origins of grouping practices in elementary schools in the United States to understand their basis in the past and relevance to the present; to test the hypothesis that Francis Bacon was the real author of "the works of William Shakespeare."

Characteristics: Historical research depends upon data observed by others rather than by the investigator. Good data results from painstaking detective work, which analyzes authenticity, accuracy, and significance of source material.

Contrary to popular notions, historical research must be rigorous, systematic, and exhaustive; much "research" claiming to be historical is an undisciplined collection of inappropriate, unreliable, or biased information.

Historical research depends upon two kinds of data; primary sources where the researcher was a direct observer of the recorded event, and secondary sources where the researcher is reporting the observations of others and is one or more times removed from the original event. Of the two, primary sources carry the authority of firsthand events and have priority in data collection.

Two basic forms of criticism weigh the value of the data; external criticism which asks “Is the document or relic authentic?” and internal criticism which asks “is it authentic, are the data accurate and relevant?” Internal criticism must examine the motives, biases, and limitations of the author, which might cause him/her to exaggerate or distort, or overlook information. This critical evaluation of the data is what makes true historical research so rigorous — in many ways more demanding than experimental methods.

While historical research is similar to the "reviews of the literature" which precede other forms of research, the historical approach is more exhaustive, seeking the information from a larger array of sources. It also tracks down information much older than required by most reviews and hunts for unpublished materials cited in the standard references.

Steps:

1. Define the problem. Ask yourself these questions: Is the historical approach suited for this problem? Are pertinent data available? Will the findings be educationally significant?

2. State the research objectives and, if possible, the hypotheses that will give direction and focus to the research.

3. Collect the data, keeping in mind the distinction between primary and secondary sources. An important skill in historical research is note-taking — small file cards (3 x 5, 4 x 6), each containing one item of information and coded by topic, are easy to rearrange and convenient to file.

4. Evaluate the data applying both internal and external criticism.

The Ethnography Method
Ethnography is the research methodology developed by anthropologists to study human society and culture. Recently the term ethnography has been used interchangeably with field study, case study, naturalistic inquiry, qualitative research, and participant observation. Anthropologists and others familiar with ethnography, however, do not find these terms interchangeable. The term ethnography has two distinct meanings. Ethnography is (1) a set of methods or techniques used to collect data, and (2) the written record that is the product of using ethnographic techniques.

Ethnographic techniques are the methods, researchers use to uncover the social order and meaning a setting or situation has for the people actually participating in it. The five procedures commonly used in this type of investigation are participant observation, in-depth interviewing, life history, documentary analysis, and investigator diaries (records of the researcher's experiences and impressions).

Participant observation is the cornerstone technique of ethnography, and a researcher might assume any of several variations of this technique. There are four variations:

5. Complete participant. The researcher becomes a member of the group being studied; concealing the fact that he or she is observing as well as participating.

6. Participant as observer. The observer's objectives are not concealed but are clearly subordinated.

7. Observer as participant. The role of observer is publicly known, and participation becomes a secondary activity.

8. Complete observer. The observer is invisible to the activity (as in the case of a one-way mirror or hidden camera) or tries to become unnoticed (camera crews that live with their subject, classroom observers.

Methods of Philosophical Inquiry

Philosophical inquiry is as systematic and rigorous as any other form of inquiry. Its method depends upon the philosophical school with which the investigator is aligned. The endorsement of a method amounts to the same thing as acceptance of a view of the nature of philosophy. If, for example, one believes that the ultimate nature of things lies in human consciousness, one would investigate consciousness according to certain procedures, and those procedures would be different from those of a person who believes answers to philosophical questions can be found in language or in rational thinking or in experience.

While methods of philosophical inquiry are usually considered within the framework of a particular school of philosophy, at least three fundamental methods of inquiry have been delineated by grouping several schools of thought together. Each of the three methods reflects a different conceptualization of the nature and purpose of philosophy itself.

9. Dialectic. This method aims to reconcile disputes and unify experience. It seeks a whole within which seemingly disparate assertions can coexist. Plato, Hegel, and Marx are major philosophers employing this method. The various forms of dialectic have a common purpose: to transcend or remove contradictions as they are eliminated in the processes of nature, in the sequence of history, in the insights of art, the stages of scientific thought, or the interplay of group inquiry in conversation.

10. Logistic. This method does not concern itself with resolving contradictions but instead seeks to trace knowledge back to the elements of which it is composed and the processes by which they are related. For example, certain philosophers have proposed that axioms and postulates are the simple elements of mathematics, rules of logical syntax are the basic elements of language, and simple ideas are the basis of formal knowledge.

11. Problematic. This method is aimed at solving particular problems one at a time and without reference to an all-inclusive whole or to a simplest part. A solution is regarded as acceptable just so long as it 'works'. William James and John Dewey made extensive use of this method.

The data one gathers and examines in a philosophical investigation can be anything the researcher feels will reveal the truth. In the past, philosophers have used faith, reason, material objects, observation, intuition, and language as the data in their search. Once the source of data has been selected, philosophical inquiry becomes a disciplined mental activity. Most philosophers would agree the only equipment necessary for this activity is language. Language is the medium through which philosophers reflect upon their data and by which they record their observations. 

Grounded Theory

Grounded theory (GT), as defined by Strauss and Corbin (1990), is, “the grounded theory approach is a qualitative research method that uses a systematic set of procedures to develop an inductively derived grounded theory about a phenomenon” (p.24). The logic of the GT method is inductive rather than deductive, and thus, with GT the researcher attempts to induct new theory that is grounded in the views of the participants (Creswell, 2003).  As described by Patton (2001), GT can be guided by a fundamental inquiry into theory that surfaces from comparison and explains occurrences and observations.

The focus of grounded theory methodology is on the process that creates a new theory.  The analysis process using GT involves five characteristics (Creswell, 2003) that include the following: “(1) studying a process related to a substantive topic, (2) sampling theoretically…simultaneous and sequential collection and analysis of data, (3) constantly comparing data with an emerging theory, (4) selecting a core category as the central phenomenon for the theory, and, (5) generalizing a theory that explains a process about the topic” (pp. 447-448).

Data collection may be interviews, detailed observation field notes, documents and artifacts, or a combination of similar sources. Charmaz (1990) defines five different kinds of interview questions that support the GT approach: (1) short demographic, (2) informational, (3) reflective, (4) feeling, and (5) engaging. The intention of the progressive questions is to minimize the framing of the interview by the researcher and allow for maximum participation disclosure.

Coding of the data for analysis distinguishes GT from other inquiry approaches in that data collection and analysis proceed on a simultaneous basis (de Búrca & McLoughlin, 1996).  Researchers begin the assessment of how the participants live their experience of the topic process from the onset of data collection.  By using a recursive series of coding, questioning, and assessing, a theory may begin to emerge from the research.  Several types of data coding contribute to this recursive process (Creswell, 2003). 

Open coding examines the data in a line-by-line manner, with the objective of finding the process characteristics or categories of the topic. With axial coding, data is assembled into new categories using a coding paradigm that can include identification of a central phenomenon, potential causal conditions, and the context and intervening conditions (Creswell, 2003). In selective coding, the researcher identifies a story line or story theme and writes a story that integrates the axial coding. A more analytical process of theoretical coding attempts to raise the coded categories to a conceptual level by using theoretical sampling and selective sampling from the literature (de Búrca & McLoughlin, 1996).  Theoretical sampling tests the conceptual categories by collecting data that may (or may not) support the proposed theory hypothesis. This sampling continues until all the categories of the data are investigated.  The careful selective sampling and review of the literature is sometimes called theoretical sensitivity (de Búrca & McLoughlin, 1996). 

Strauss and Corbin (1990) provide the evaluation criteria of grounded theory research. First, it should fit or match the topic process being observed. Second, it should provide an understanding to both the persons studied and others involved. Third, it should provide generality of the constructed theory that includes appropriate variation and is abstract enough to for application to a wider variety of contexts. Finally, it should provide boundaries that state conditions under which the theory applies.

Many social researchers, such as Denzin (2003), hold that grounded theory has created the greatest impact in contemporary social research. However, grounded theory research may call for more experience and skill on the part of the researcher as compared to other qualitative methods.

The Interactive Research Method

Several characteristics distinguish interactive research from other forms of social science research:

12. The researcher serves as a facilitator for problem solving and in some cases as a catalyst between the research findings and those individuals most likely to benefit or take action from the findings.

13. Results of research are intended for immediate application by those engaged in the research or by those for whom the research was initiated.

14. The design of interactive research is formulated while the research is in progress rather than being totally predetermined at the outset of the study.

The Critical Research Method

One form of interactive research — critical research — has developed from a more definite Marxist reform philosophy. The basis of critical research method is the theory of “knowledge — constitutive interests.” The method, often referred to as Verstehen, leads to knowledge of practical interest — knowledge that translates into interpretive understanding can inform and guide practice.

A critical researcher assumes an oppositional stance in four distinct ways — epistemologically, cognitively, culturally and politically. Epistemologically critical research practitioners reject empiricism and idealism, also positivism and interpretivism. This translates into rejection of most foundations which social and educational research is based. Cognitive opposition — the second way of being critical — is in the form of acknowledgment and struggling against interpretations of the world as they are decoded and structured through language, culture, and traditions. This type of cognitive opposition is demonstrated in the way in which the researcher treats familiar ways of understanding human activity and social relationships as problematic. This method questions such phenomena as human rationality, values associated with productive activity, and justice of social relationships.

The Futures Research Method

Several terms describe the study of the future — futurism, futurology, futuribles, and futuristics, to name a few. The term "futures research," best describes the actual purpose for this type of research — the study of possible futures. A concept used in describing futures research is “applied history.” "Futures researchers emphasize the importance of the past in that it illuminates the future. Futures study attempts to use many forms of knowledge we now have to understand future possibilities.

Futurologists commonly use two principles in their study: the Principle of Continuity and the Principle of Analogy. The Principle of Continuity suggests that the observation of existing events and assumption that they will continue in the future is a method of studying the future. This principle assumes the future is to be very much like the present. The Principle of Continuity allows us to predict that what we observe today ( will not change, or will change in the same way it has changed in the past. 

By accepting the Principle of Continuity, for example, we can count on rivers to flow tomorrow, air to be present next year, and sun to shine in the year 2050. An example of applying the Continuity concept in the field of adult education might be the gradual, but inevitable increase in the median age of adults and a larger workforce in the U.S. translates to more training for adults in the future.

The Principle of Analogy involves observing recurring patters or cycles of events as means of studying the future. For example, a study of the decreasing temperatures in the late fall may be used to predict snow, or the southward flight of geese may be a predictor of winter weather.

There are three current approaches to futures research where these principles are applied:

15. Descriptive approach (the imagined future) ( including conjectures, speculations, and imagined situations as in many classical utopian futures (20,000 Leagues Under the Sea by Jules Verne and War of the Worlds by H.G. Wells).

16. Exploratory Approach (the logical future) ( forecasting based on methodical and relatively linear extrapolation of past and present developments into the future (a RAND Corporation Report).

17. Prescriptive Approach (the willed future) ( normatively oriented projections of the future in which explicit value insertions and choices are made about how a specific future may be viewed or attained.

The Phenomenology Method 

Phenomenology is a school of thought that emphasizes a focus on people's subjective experiences and interpretations in the world. Phenomenological theorists argue that objectivity is virtually impossible to ascertain, so in order to compensate one must view all research from the perspective of the researcher. Phenomenologists attempt to understand those whom they observe from the subjects' perspective. This outlook is especially pertinent in social work and research where empathy and perspective become the keys to success. Edmund Husserl founded phenomenology; phenomenology is a modern philosophical tendency that emphasizes the perceiver. Objects exist and achieve meaning if and only if we register them on our consciousness. Phenomenological critics are therefore concerned with the ways in which our consciousness perceives works of art. 

Phenomenologists also deal with language and occasionally engage in an analysis of concepts or linguistic expressions as part of their inquiry. Linguistic phenomenology is a way of articulating as precisely as possible the distinctions within what adults say in direct investigation and descriptions of phenomena, which we feel, and experience. 

There are seven steps in the phenomenological method, which include the following objectives. While not all phenomenologists would agree with all seven or the order in which listed, the steps do offer us some glimpse into the rigor of a phenomenological inquiry.

Step 1 Investigating Particular Phenomena - this step includes the intuitive grasp of the phenomena, their analytic examination, and their description.

Step 2 Investigating General Essences – here, we intuit the general essence of the phenomena investigated. We can look at particular examples before or simultaneously with intuiting the general essences (several instances of learning can lead to a sense of its general essence, for example).

Step 3 Apprehending Essential Relationships Among Essences- here, we assess whether the components of the internal relations within an essence are essential and in what way there are relationships between several essences.

Step 4 Watching Modes of Appearing - this is the systematic exploration of the phenomena-- not only in the sense of what appears but also of the way in which things appear.

Step 5 Exploring the Constitution of Phenomena in Consciousness - at this stage we analyze how a phenomenon has come into our consciousness.

Step 6 Suspending Belief in Existence of the Phenomena - this is the same as bracketing the phenomena, of suspending judgment as to its existence or qualities.

Step 7 Interpreting the Meaning of Phenomena - once the experience has been brought into consciousness and analyzed, an attempt is made to grasp the meaning of the experience.

The Action Research Method

The purpose of action research is to develop new skills or new approaches and to solve problems with direct application to the work world setting. For example, to test a fresh approach to interest more employees in taking adult education courses.

Action research provides practical and direct relevance to an actual situation in the working world: the subjects, the staff, or others with whom you are primarily involved. It also creates an orderly framework for problem-solving and new development superior to the impressionistic, fragmentary approach that otherwise typifies developments in business. It is empirical in the sense that it relies on actual observations and behavioral data and does not fall back on subjective committee studies or opinions of people based on their experience. The action research method is flexible and adaptive, allowing changes during the trial period and sacrificing control in favor of responsiveness and on-the-spot experimentation and innovation.

While attempting to be systematic, action research lacks scientific rigor because its internal and external validity is weak. Its objective is situational, its sample is restricted and unrepresentative, and it has little control over independent variables. Hence, its findings, while useful within the practical dimensions of the situation, do not directly contribute to the general body of knowledge.

Steps in action research include the following:

18. Define the problem or set the goal. What is it that needs improvement or development as a new skill or solution?

19. Review the literature to learn whether others have met similar problems or achieved related objectives

20. Formulate testable hypotheses or strategies of approach, stating them in clear, specific pragmatic language

21. Arrange the research setting and spell out the procedures and conditions. What are the particular things you will do in an attempt to meet your objectives? 

22. Establish evaluation criteria, measurement techniques, and other means of acquiring useful feedback

23. Analyze the data, and evaluate the outcomes

The Case and Field Study Research Methods

The purpose of case/field research is to study intensively the background, status, and environmental actions of a given social unit: an individual, group, institution, or community. Examples of this design could include an intensive study of the inner city culture and living conditions in a large metropolitan environment or an anthropologist's exhaustive field study of cultural life on a remote Indian reservation in the Southwest.

Case studies are in-depth investigations of a given social unit resulting in a complete well-organized picture of that unit. Depending upon the purpose, the scope of the study may encompass an entire life cycle or only a selected segment; it may concentrate upon specific factors or take in the totality of elements and events.

Field Studies are also conducted in real-life settings rather than in some type of laboratory setting. The researcher neither creates nor manipulates the subject of study but is there as an observant. One type of Field Study is Ethnographic Research—the art and science of describing a group or cultures without judgment. By describing the social and cultural milieu, an ethnographer becomes both a storyteller and a scientist. 

Compared to a survey study that tends to examine a small number of variables across a large sample of units, the case study and field study tend to examine a small number of units across a large number of variables and conditions.

Case and Field studies are particularly useful as background information for planning major investigations in the social sciences. Because they are intensive, they bring to light the important variables, processes, and interactions that deserve attention that is more extensive. They pioneer new ground and often are the source of fruitful hypotheses for further study.

Case and Field study data provide useful anecdotes or examples to illustrate more generalized statistical findings.

Because of their narrow focus on a few units, case and field studies are limited in their representativeness. They do not allow valid generalizations to the population from which their units came until the appropriate follow-up research is accomplished, focusing on specific hypotheses, and using proper sampling methods.

Case and field studies are particularly vulnerable to subjective biases. The unit of study itself may be selected because of its dramatic, rather than typical, attributes, or because it neatly fits the researchers preconceptions. To the extent selective judgments rule certain data in or out, assign a high or low value to their significance, or place them in one context rather than another, subjective interpretation is influencing the outcome.

The steps involved in conducting this research include the following:

24. State the objectives. What is the unit of study and what characteristics, relationships, and processes will direct the investigation?

25. Design the approach. How will the units be selected? What sources of data are available? What data collection methods will be used?

26. Collect the data. Observing is one of the most important data gathering techniques of an ethnographer. Interviewing is another technique commonly used in both case and field studies.

27. Organize the information to form a coherent, well-integrated reconstruction of the unit of study.

28. Report the results, and discuss their significance.

The Participatory Research Methods

Participatory research is supported by a social philosophy of human equality. As with action research, one of the strengths of this method is its immediate application. Although participatory research methods are closely associated with processes of community development, one distinction between them is the role played by the researcher and research subjects. In participatory research, the one conducting research activities plays an active part and is not just an objective observer of data. The researcher is a catalyst in achieving research results to solve social problems. Research subjects take on the role of colleague in collecting and analyzing data. Through the participatory process, the researcher integrates into the community and, with community members, seeks solutions to social problems.

Participatory methodology is a reaction against highly empirical, deductive methods commonly found in the social sciences. Its proponents argue that it is less oppressive than these more traditional methods. There are three major distinctions between social science methods and participatory approaches to research. Social science research methods embrace value, whereas participatory methods attempt to be free of values. Second, techniques used in social science research have a hidden process to manipulate subjects of research. Third, most social science research is conducted and reported for other researchers; therefore, the monopoly of knowledge is with intellectuals. Research results should be usable.

Participatory research involves three interrelated processes:

29. Collective investigation of problems and issues with active participation of the constituency (community) in the entire process

30. Collective analysis, in which the constituency develops a better understanding not only of the problems at hand but also of the underlying structural causes (socioeconomic, political, cultural) of the problem

31. Collective action by the constituency aimed at long-term as well as short-term solutions to these problems

Evaluation Research

A frequently used generic definition for the verb evaluate is: “to determine the significance, worth of condition of by careful appraisal and study” (Merriam Webster's New Collegiate Dictionary, 2002, p. 400).  A more operational definition of evaluation that emphasizes “acquiring and assessing information rather than assessing worth or merit” is given by Trochim (2002) as “Evaluation is the systematic acquisition and assessment of information to provide useful feedback about some object” (¶ 2).

Evaluation research processes can support other types of research inquiry whether qualitative or quantitative methods are employed. The goal of evaluation research is to provide useful feedback in the context of the study topic and with respect to the defined or imposed constraints. Useful is often considered to mean helpful in decision-making, and there seems to be consensus as to this interpretation if the evaluation is empirically-driven (Trochim, 2002).

Models for evaluation research include four major groups: (1) empirical-experimental oriented, (2) participatory-oriented, (3) management-oriented, and (4) qualitative-oriented.

Empirical-experimental evaluation models are grounded in the more positivist/quantitative paradigms, “Taking their values and methods from the sciences -- especially the social sciences -- they prioritize on the desirability of impartiality, accuracy, objectivity and the validity of the information generated. Included under scientific-experimental models would be: the tradition of experimental and quasi-experimental designs; objectives-based research that comes from education; econometrically-oriented perspectives including cost-effectiveness and cost-benefit analysis; and the recent articulation of theory-driven evaluation” (Trochim, 2002, ¶ 6).

Participatory-oriented evaluation models are based on a collaborative approach to evaluation that includes the researcher and any participants who may share a common interest in the potential improvements. The models emphasize the unique worldview of participants that is common to the qualitative analysis methods. As such, “Participatory evaluation contrasts with dominant forms of evaluation that emphasize managing rather than leading formal and non-formal programs. The approach also differs from conventional evaluation by what it values, or by 'what comes first.' In participatory evaluation, the professional evaluator provides opportunities for people to create their own meaning about what constitutes success for a given intervention, identify whom was affected differently, and explain meaningful changes that occurred" (Kitto, 2001, ¶ 2).

Management-oriented evaluation models can include both quantitative and qualitative methodologies, each with focus on providing decision-making information. The fundamental paradigm for these models is based in applied systems theory: 

Two of the most common of these are PERT, the Program Evaluation and Review Technique, and CPM, the Critical Path Method. Both have been widely used in business and government in this country. It would also be legitimate to include the Logical Framework or “Logframe” model developed at U.S. Agency for International Development and general systems theory and operations research approaches in this category. Two management-oriented systems models were originated by evaluators: the UTOS model where U stands for Units, T for Treatments, O for Observing Observations and S for Settings; and the CIPP model where the C stands for Context, the I for Input, the first P for Process and the second P for Product. These management-oriented systems models emphasize comprehensiveness in evaluation, placing evaluation within a larger framework of organizational activities. (Trochim, 2002, ¶ 7).

Qualitative-oriented models emphasize the importance of observation, phenomenological quality, and subjective human experience. According to Trochim (2002), “Included in this category are the approaches known in evaluation as naturalistic or ‘Fourth Generation’ evaluation; the various qualitative schools; critical theory and art criticism approaches; and, the ‘grounded theory’ approach of Glaser and Strauss among others” (¶ 8).

There are two basic distinctions in evaluation research called formative and summative evaluation. Formative evaluation research is conducted during the development of the topic and can strengthen/improve the object being evaluated. Summative evaluation research, in contrast,  is performed after the object has been completed and effects or outcomes can be measured (Tessmer, 1993).

Examples of formative-type evaluations include: “needs assessment, evaluability assessment, structured conceptualization, implementation evaluation, and process evaluation” (Trochim, 2002, ¶. 12).  Examples of summative type evaluations include: “outcome evaluations, impact evaluation, cost-effectiveness and cost-benefit analysis, secondary analysis, and meta-analysis” (¶. 13).

Evaluation research uses a variety of quantitative and qualitative tools to provide feedback for a wide range of research study formats. Research studies about the nature and technology of evaluation research itself could encompass both the quantitative and qualitative paradigms.

Cost-Benefit Analysis

Cost-Benefit Analysis (CBA) can be considered as a form of evaluation research that focuses on organizational performance metrics to support management decisions. CBA studies are usually considered quantitative and can be applied within single or multiple case study formats.

CBA is an important application of management theory in the decision-making process. CBA is also a framework extending the calculation of costs and benefits or gains and losses in straightforward public investment problems by incorporating factors that are hard to quantify, and thus outside the realm of simple decisions.

For example, consider the economic gain from a policy alternative in which a benefit is cleaner air or water. How do we valuate (attach a dollar figure to) cleaner air so that we can contrast it to the costs in implementing the policy? Simple project analysis would just add up the costs and benefits, and if the net benefit is positive, the project is typically approved. However, there often are lifetime costs or benefits measured, and we need to discount them over the life of the project.
Another issue is determining the value of a life—as performed in evaluating policies that promote public health and in accidental death litigation. Do all lives in the United States have the same value? Are course instructors more valuable than learners, or are learners more valuable since they will contribute more in the future than the instructor?

In the public sector, CBA focuses on the criterion of maximization of net social benefits (i.e. economic welfare or well-being) (Techniques to Value Environmental Resources, 2002). Advantages and disadvantages of an option are measured in monetary values. However, it is difficult to assess net benefits, as it is hard to know what to measure, and political processes may influence decision-making criterion. 

In the private sector, producers using CBA to solve resource allocation problems use criterion of profit maximization. The financial parameters of interest rate forecasts, return on investment (ROI), discounted cash flow (DCF), and payback often influence the CBA decision process.  Obviously, the skills for conducting effective CBA studies include economics, statistical analysis, basic mathematics, organizational theory, and deductive reasoning. 

A cost-benefit study presents a quantified analysis of the financial considerations for management decision-making problem. CBA can also be used to support evaluation research studies and cost-benefit analysis. Research studies on the cost-benefit analysis process itself might also be considered if they use a developmental research method and computer-assisted financial analysis modeling.

Needs Analysis/Assessment

Needs analysis/assessment can be considered as a form of evaluation research that focuses on organizational performance and educational or training programs.  Some researchers define “a need as a discrepancy or between a desired state of affairs (a goal) and the present state of affairs” (Gagne, Briggs, & Wager, 1992, p. 21). A needs analysis/assessment could be conducted using either quantitative or qualitative approaches applied to single or multiple case studies. Traditional needs analysis is often conducted immediately after the definition of the study’s goals for determining an instructional/training intervention for a Human Resource Development (HRD) process.  However, the needs analysis/assessment can also be applied to broader organization issues and problems.

Steps in a needs analysis/assessment study many vary, depending upon the stated objectives for the investigation and the organizational setting. Rouda and Kusy (1995) present their “four steps to conduction a needs assessment as; (1) perform a Gap Analysis, (2) identify priorities and importance, (3) identify causes of performance problems and/or opportunities, and (4) identify possible solutions and growth opportunities” (pp. 255-257).

Techniques used for investigating a needs analysis consist of direct observations, questionnaires, consultation with subject matter experts, consultation with organizational leaders, focus groups, and one-on-one interviews. Secondary data, such as tests results, reports, and work samples of records, are often included in the needs analysis.

A needs analysis/assessment study can present a concise description of the HRD process of an organizational problem situation. The needs analysis/assessment can also be used to support evaluation research studies and cost-benefit analysis.  Research studies on the needs analysis/assessment process itself might also be considered using a developmental research method or an action research method.

Steps in the needs analysis/assessment process include the following:

32. Conduct on-site interviews with key stakeholders

33. Review current processes

34. Identify areas of concern

35. Determine streamlined processes

36. Create document of findings, current and streamlined process flows, recommendations, and proposed configuration

A needs analysis document typically contains the following:

37. Executive summary

38. Analysis and assessment of current processes

39. Concerns and outstanding issues identified by client

40. Recommendations

41. Proposed configuration of new processes and procedures

The benefits of needs analysis are that all stakeholders are consulted; the assessment identifies areas of redundancy, potential error, and process concerns in current processes the assessment allows the design of a re-engineered process; and the assessment defines any and all customization that may need to be done to meet the operating model of the client.
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Quantitative Research Methods

Descriptive Research

42. Purpose: To systematically, factually, and accurately describe the facts and characteristics of a given population or area of interest 

43. Examples:
a. A public opinion survey to assess the pre-election status of voter attitudes toward a municipal bond election

b. A community survey to establish the need for a vocational education program

c. A study and definition of all personnel positions in an insurance company

d. A report of test score results in a school district

44. Characteristics:

Descriptive research is used in the literal sense of describing situations or events. Descriptive research is the accumulation of a data base that is solely descriptive. It does not seek or explain relationships, test hypotheses, make predictions, or get at meanings and implications although research authorities are not in agreement on what constitutes "descriptive research" and often broaden the term to include all forms of research except historical and experimental. In this broader context, the term survey studies is often used to cover the examples listed above.

45. Purpose of survey studies:

a. To collect detailed factual information that describes existing phenomena

b. To identify problems or justify current conditions and practices

c. To make comparisons and evaluations

d. To determine what others are doing with similar problems or situations and benefit from their experience in making future plans and decisions

46. Steps:

a. Define the objectives in clear, specific terms - what facts and characteristics are to be uncovered?

b. Design the approach - how will the data be collected? How will the subjects be selected to insure they represent the population to be described? What instruments or observation techniques are available or will need to be developed? Will the data collection methods need to be field-tested, and will data gatherers need to be trained?

c. Collect the data.

d. Report the results.

Developmental Research

47. Purpose: To investigate patterns and sequences of growth and/or change as a function of time.

48. Examples:

a. Longitudinal growth studies directly measuring the nature and rate of changes in a sample of the same children at different stages of development

b. Cross-sectional growth studies indirectly measuring the nature and rate of these same changes by drawing samples of different children from representative age levels

c. Trend studies designed to establish patterns of change in the past in order to predict future patterns or conditions

49. Characteristics:

Developmental research focuses on the study of variables and their development over a period of months or years. It asks, "What are the patterns of growth, their rates, their directions, their sequences, and the interrelated factors affecting these characteristics?"

The limited number of subjects it can follow over the years complicates the sampling problem in the longitudinal method; and any selective factor affecting attrition biases the longitudinal study. If the threat of attrition is avoided by sampling from a stable population, unknown biases are introduced that are associated with such populations. Furthermore, once underway, the longitudinal method does not lend itself to improvements in techniques without losing the continuity of the procedures. Finally, this method requires the continuity of staff and financial support over an extended period of time and typically is confined to university or foundation centers that can maintain such an effort.

Cross-sectional studies usually include more subjects but describe fewer growth factors than longitudinal studies. While the latter is the only direct method of studying human development, the cross-sectional approach is less expensive and faster since the actual passage of time is eliminated by sampling different subjects across age ranges. Sampling in the cross-sectional method is complicated because the same children are not involved at each age level and may not be comparable. By generalizing intrinsic developmental patterns from these sequential samples of children, the researcher runs the risk of confusing differences due to development with other differences between the groups that are artifacts of the sampling process.

Trend studies are vulnerable to unpredictable factors that modify or invalidate trends based on the past. In general, long-range prediction is an educated guess while short-range prediction is more reliable and valid.

50. Steps:

a. Define the problem or state the objectives

b. Review the literature to establish a baseline of existing information and to compare research methodologies, including available instruments and data collection techniques

c. Design the approach

d. Collect the data

e. Evaluate the data, and report the results

Correlational Research

51. Purpose: To investigate the extent to which variations in one factor correspond with variations in one or more other factors based on correlation coefficients

52. Examples:

a. A study investigating the relationship between employee salary average as the criterion variable and a number of other variables of interest

b. A factor-analytic study of several personality tests

c. A study to predict success in graduate school based on intercorrelational patterns for undergraduate variables

53. Characteristics:

a. Appropriate where variables are very complex and/or do not lend themselves to the experimental method and controlled manipulation

b. Permits the measurement of several variables and their interrelationships simultaneously and in a realistic setting

c. Gets at the degrees of relationship rather than the all-or-nothing question posed by experimental design - Is an effect present or absent?

54. Among its limitations are the following:

a. It only identifies what goes with what; it does not necessarily identify cause-and-effect relationships

b. It is less rigorous than the experimental approach because it exercises less control over the independent variables

c. It is prone to identify spurious relational patterns or elements, which have little or no reliability or validity

d. The relational patterns are often arbitrary and ambiguous

e. It encourages a "shotgun" approach to research, indiscriminately throwing in data from miscellaneous sources and defying any meaningful or useful interpretation

55. Steps:

a. Define the problem

b. Review the literature

c. Design the approach:

1) Identify the relevant variables

2) Select appropriate subjects

3) Select or develop appropriate measuring instruments

4) Select the correlational approach that fits the problem

d. Collect the data

e. Analyze and interpret the results

Ex Post Facto Research

56. Purpose: To investigate possible cause and effect relationships by observing some existing consequence and searching back through the data for plausible causal factors. This is in contrast to the experimental method, which collects its data under controlled conditions in the present

57. Examples:

a. To identify factors characterizing persons having either high or low accident rates, using data from insurance company records

b. To determine the attributes of effective managers as defined, for example, by their performance evaluations and other data in the personal files. Manager records over the past ten years are then examined, comparing these data to the amount of management training class attendance or to each of several other factors

58. Principal Characteristics:

Ex post facto research is "causal-comparative" in nature, which means the data are collected after all the events of interest have occurred. The investigator then takes one or more effects (dependent variables) and examines the data by going back through time, seeking out causes, relationships, and their meanings

59. Strengths:

The ex post facto method is appropriate in many circumstances where the more powerful experimental method is not possible:

a. When it is not always possible to select, control, and manipulate the factors necessary to study cause-and-effect relations directly

b. When the control of all variations, except a single independent variable, may be highly unrealistic and artificial, preventing the normal interaction with other influential variables

c. When laboratory controls for many research purposes would be impractical, costly, or ethically questionable

d. Note: The experimental method involves both an experimental and a control group. Some treatment "A" is given the experimental group, and the result "B" is observed. The control group is not exposed to "A," and their condition is compared to experimental group to see what effects "A" might have had in producing "B." In the ex post facto method, the investigator reverses this process, observing a result "B" which already exists and searches back through several possible cause ("A" type of events) that are related to "B."

e. It yields useful information concerning the nature of phenomena: what goes with what, under what conditions, in what sequences and patterns, etc.

f. Improvements in techniques, statistical methods, and designs with partial control features, in recent years, have made these studies more defensible.

60. Weaknesses:

a. The main weakness of any ex post facto design is the lack of control over independent variables. Within the limits of selection, the investigator must take the facts as he finds them with no opportunity to arrange the conditions or manipulate the variable that influenced the facts in the first place. To reach sound conclusions, the investigator must consider all the other possible reasons or plausible rival hypotheses that might account for the results obtained. To the extent that he/she can successfully justify his/her conclusions against these other alternatives, he/she is in a position of relative strength.

b. The difficulty is in being certain that the relevant causative factor is actually included among the many factors under study. An additional complication is that, potentially, no single factor is the cause of an outcome but rather, some combination and interaction of factors go together under certain conditions to yield a given outcome.

c. A phenomenon may result not only from multiple causes but also from one cause in one instance and from another cause in another instance.

d. When a relationship between two variables is discovered, determining which is the cause and which the effect may be difficult.

e. The fact that two or more factors are related does not necessarily imply a cause-and-effect relationship. They may simply be related to an additional factor not recognized or observed.

f. Classifying subjects into dichotomous groups (e.g., achievers and non-achievers) for the purpose of comparison is fraught with problems since categories like these are vague, variable, and transitory. Such investigations often do not yield useful findings.

g. Comparative studies in natural situations do not allow controlled selection of subjects. Locating existing groups of subjects who are similar in all respects except for their exposure to one variable is extremely difficult.

61. Steps:

a. Define the problem

b. Survey the literature

c. State the hypotheses

d. List the assumptions upon which the hypotheses and procedures will be based

e. Design the approach:

1) Select appropriate subjects and source materials

2) Select or construct techniques for collecting the data

3) Establish categories for classifying data that are unambiguous, appropriate for the purpose of the study, and capable of bringing out significant likenesses or relationships

4) Validate the data-gathering techniques

f. Describe, analyze, and interpret the findings in clear, precise terms

True Experimental Research

62. Purpose: To investigate possible cause-and-effect relationships by exposing one or more experimental groups to one or more treatment conditions and comparing the results to one or more control groups not receiving the treatment

63. Examples:

a. To investigate the effects of a new drug abuse prevention program on the attitudes of professional football players using experimental and control groups who are either exposed or not exposed to the program, respectively, and using a pretest-posttest design in which only half of the players randomly receive the pretest to determine how much of an attitude change can be attributed to pretesting or to the prevention program

b. To investigate the effects of two methods of employee evaluation on the performance of lawyers in the twenty-three offices of a given suburban law firm. 'N' in this study would be the number of cases, rather than lawyers, and the method would be assigned by stratified random techniques to create a balanced distribution of the two methods across status levels and civil or criminal caseloads

64. Characteristics of Experimental Designs:

a. Require rigorous management of experimental variables and conditions either by direct control/manipulation or through randomization

b. Typically use a control group as a baseline against which to compare the group(s) receiving the experimental treatment

c. Concentrates on the control of variance:

1) To maximize the variance of variable(s) associated with the research hypotheses

2) To minimize the variance of extraneous or unwanted variables that might affect the experimental outcomes but are not themselves the object of study

3) To minimize the error or random variance, including so-called errors of measurement

d. Random selection of subjects, random assignment of subjects to groups, and random assignment of experimental treatments to groups

e. Internal validity is the sine qua non of research design and the first objective of experimental methodology. It asks the question: Did the experimental manipulation in this particular study really make a difference?

f. External validity is the second objective of experimental methodology. It asks the question: How representative are the findings and can the results be generalized to similar circumstances and subjects? 

g. In classic experimental design, all variables of concern are held constant except a single treatment variable that is deliberately manipulated or allowed to vary. Advances in methodology, such as factorial designs and the analysis of variance now allow the experimenter to permit more than one variable to be manipulated or varied concurrently across more than one experimental group. This permits the simultaneous determination of (1) the effects of the principal independent variables (treatments), (2) the variation associated with classificatory variables, and (3) the interaction of selected combinations of independent and/or classificatory variables.

h. While the experimental approach is the most powerful because of the control it allows over relevant variables, it is also the most restrictive and artificial. This is a major weakness in applications involving human subjects in real world situations, since human beings often act differently if their behavior is artificially restricted, manipulated, or exposed to systematic observation and evaluation.

65. Seven Steps in Experimental Research:

a. Survey the literature relating to the problem

b. Identify and define the problem

c. Formulate a problem hypothesis, deducing the consequences and defining basic terms and variables

d. Construct an experimental plan:

1) Identify all non-experimental variables that might contaminate the experiment, and determine how to control them

2) Select a research design and a sample of subjects to represent a given population, assign subjects to groups, and assign experimental treatments to groups

3) Select or construct and validate instruments to measure the outcome of the experiment

4) Outline procedures for collecting the data, and possibly conduct a pilot or trial run test to perfect the instruments or design

5) State the statistical or null hypothesis

e. Conduct the experiments

f. Reduce the raw data in a manner that will produce the best appraisal of the effect that is presumed to exist

g. Apply an appropriate test of significance to determine the confidence one can place on the results of the study

Quasi-Experimental Research 

66. Purpose: To approximate the conditions of the true experiment in a setting that does not allow the control and/or manipulation of all relevant variables. The researcher must clearly understand what compromises exist in the internal and external validity of his/her design and proceed within these limitations

67. Examples:

a. To investigate the effects of spaced versus massed proactive in the memorizing of vocabulary lists in four high school foreign language classes without being able to assign learners to the treatment at random or to supervise closely their practice periods

b. Operations research involving a pretest-posttest design in which such variables as effects of testing, statistical regression, selective attrition, and stimulus novelty or adaptation, are unavoidable or overlooked

c. Most studies of delinquency, rioting, smoking, or instances of heart disease, where control and manipulation are not always feasible

68. Characteristics:

a. Quasi-experimental research typically involves applied settings where it is not possible to control all the relevant variables but only some of them. The researcher gets as close to the true experimental rigor as conditions allow, carefully qualifying the important exceptions and limitations. Therefore, this research is characterized by methods of partial control based on a careful identification of factors influencing both internal and external validity

b. The distinction between true and quasi-experimental research is tenuous. The text will clarify the relative nature of this distinction as a matter of approximation on a continuum between "one-shot case studies" of an action research nature to experimental-control group designs with randomization and rigorous management of all foreseeable variables. While action research can have quasi-experimental status, it is often so un-formalized as to deserve separate recognition. Once the research plan systematically examines the validity question, moving out of the intuitive and exploratory realm, the beginnings of experimental methodology are visible

69. Steps in Quasi-experimental Research: 

The same as true experimental research, carefully recognizing each limitation to the internal and external validity of the design

Overview of Internal and External Validity in Experiment Design 

Internal Validity asks the question: did, in fact, the experimental treatments make a difference in this specific instance?

External Validity asks the question: to what populations, settings, treatment variables, and measurement variables can this effect be generalized?
While internal validity is the sin qua non, and while the question of external validity like the question of inductive inference is never completely answerable, the selection of a design strong in both types of validity is obviously the ideal.

Internal Validity ( Eight classes of extraneous variables, which, if not controlled in the experimental design, may produce effects that confound the effect of the experimental variable: 

70. History — specific events occurring between the first and second measurement in addition to the experimental variable

71. Maturation — processes within the subjects operating as a function of the passage of time, per se (growing older, hungrier, fatigued, or less attentive)

72. Testing — the effects of testing upon the scores of a subsequent test

73. Instrumentation — changes in obtained measurement due to changes in instrument calibration or changes in the observers or judges

74. Statistical regression — a phenomenon occurring when groups are selected on the basis of extreme scores

75. Selection — biases resulting from the differential selection of subjects for the comparison groups

76. Experimental mortality — the differential loss of subjects from the comparison groups

77. Selection-maturation interaction, etc. — interaction effects between the aforementioned variables, which can be mistaken for the effects of the experimental variable

External Validity (Representativeness) ( Four jeopardizing factors:

78. Interaction effects of selection biases and the experimental variable

79. Reactive or interaction effect of pretesting — the pretesting modifies the subject in such a way that he/she responds to the experimental treatment differently than will untested persons in the same population

80. Reactive effects of experimental procedures — effects arising from the experimental setting that will not occur in non-experimental settings

81. Multiple-treatment interference — effects due to multiple treatments applied to the same subjects where prior treatments influence subsequent treatments in the series because their effects are not erasable
Summary of Common Research Methods

Note: this list is not exhaustive.

	Research Method


	Research Design
	Purpose
	Example

	Quantitative
	Descriptive
	To systematically describe an area of interest factually and accurately
	Public opinion surveys

	
	Developmental
	To investigate patterns of growth and/or change as a function of time
	A trend study projecting the future growth and needs of a city water department

	
	Correlational
	To investigate how variations in one factor correspond with variations in one or more other factors
	A study to predict success in law school based on a learner's LSAT score

	
	Ex post facto
	Investigate possible cause-and-effect relationships
	Investigate differences between groups, such as smokers and non-smokers

	
	True experimental
	Investigate possible cause-and-effect relationships between treatment groups and control groups
	Investigate effects of HIV on patients using AZT and a control group of AIDS patients using a placebo

	
	Quasi experimental
	Approximate the conduct of a true experiment
	An attempt to get casual factors in real life settings where only actual control is possible

	Qualitative
	Case study
	Seeks to uncover the interplay of significant factors characteristic of a phenomena
	The importance of setting in adult education programs

	
	Historical
	Goes back to past events and people to examine the early building blocks of the field in order to illuminate present practice
	Study of vocational education 

	
	Ethnographic
	Study of human society and culture
	An anthropologist’s study of a culture

	
	Grounded theory
	Characterized by inductive field work and the building of theory
	Continuing professional education for CPAs 

	
	Critical
	Knowledge ( Constitutive interests
	Education as a social project in South Central Los Angeles

	
	Futures
	Emphasize the importance of the past to illuminate the future
	The next two or three decades and beyond in computer sciences

	
	Phenomenon – logical


	Seeks to deepen our level of consciousness and broaden our range of experiences
	Study of the theoretical basis for the practice of matrix organizations

	
	Action Research
	Develop new skills to solve problems with direct application
	An in-service training program to help managers develop new skills on the Internet

	
	Field study
	Intensive study of background, status, and environmental interaction of a given social unit
	The best way to teach adults job survival skills

	
	Participatory
	Research that has empowerment and human equality as its aim
	Development of a curriculum in Miami, Florida for teaching English in the workplace

	Evaluative
	Cost-benefit analysis
	Used to determine if programs currently in operation are producing benefits that justify their costs
	A study to make sound decisions on allocating personnel and budget at a state university

	
	Needs analysis
	Procedure of identifying and prioritizing needs related to societal, organizational, and human performance
	Assessment of the information systems for the state of Arizona


Summary: Quantitative Research Methods Selected Designs

DESCRIPTIVE

	PURPOSE:
	Descriptive research is a systematic, factual description of a situation or area or interest and is used to gather facts for testing theories and hypotheses using representative samples of populations. This research’s goals are to compare, identify, and evaluate.

	STATISTICS:
	Relative incidence, distribution, interrelations of variables.

Mean

Mode

Median

Range

Minimum

Maximum

Count

Standard Deviation

Standard Error

Chi-Square

F statistic

Non-parametric tests

Mann-Whitney test (Wilcoxon test)

	EXAMPLE(S):
	Surveys, census studies, questionnaire and interview studies, surveys of the literature, analyses of tests.

	RELATED TERMS:
	Sampling

Policy-oriented

Random sampling

Stratified sample

Frequency analysis

Crossbreaks (crosstabulations) – e.g., 3x4, 2x2
Chi-Square Test of Independence

Observed, expected and residual values

Measures of Association

Nominal Measures (Phi-coefficient, coefficient of contingency, Cramer’s V)


CORRELATIONAL

	PURPOSE:
	Correlational research attempts to investigate the extent to which variations in one factor correspond with variations in one or more other factors (variables) based on correlation coefficients.

	STATISTICS:
	Pearson r

Multiple correlation – R2

Partial correlation

Part correlation

Canonical correlation

	EXAMPLE(S):
	To study relationship between cancer and smoking, SES and high-school drop-out rates, age and insurance rates.

	RELATED TERMS:
	B, Beta, (standardized regression coefficient), slope, intercept

Goodness of fit

Coefficient of determination (R2)

Degrees of freedom

Regression equation

Residual

Building a model

Stepwise regression

Forward selection

Backward selection

Forced entry

Histograms

Correlation versus causation


CASUAL-COMPARATIVE OR “EX POST FACTO”

	PURPOSE:
	Causal-comparative research attempts to explore possible cause-and-effect relationships by observing some existing consequence and searching for plausible casual factors among the data.

	STATISTICS:
	See above.

	EXAMPLE(S):
	Studying reports of traffic fatalities to discover the possible effect of changes in speed limit on a major freeway.


DEVELOPMENTAL-TIME SERIES

	PURPOSE:
	Developmental-time series research attempts to investigate patterns of change as a function of time.

Longitudinal analysis

Cross-sectional

Trend study

	STATISTICS:
	R2
F statistic

See above

	EXAMPLE(S):
	The study of research universities’ finance over a decade; a cross-sectional study investigating changing attitudes toward math by sampling groups of students at ten different age levels; a trend study forecasting future growth in a university from past trends and recent application/enrollment data.

	RELATED TERMS:
	Regression line

Multicollinearity

Bivariate versus multivariate

Missing observations


TRUE EXPERIMENTAL

	PURPOSE:
	True experimental research attempts to study possible cause-and-effect relationships by exposing experimental group(s) to treatment condition(s) and comparing the results to control group(s) not receiving the treatment(s). Random assignment to groups is imperative to establish equivalence of groups.

	STATISTICS:
	See above.

	EXAMPLE(S):
	An investigation of the effects of an intervention program on the attitudes of 16-year-olds to drugs and alcohol, using experimental and control groups. Use random selection of subjects, random assignment of subjects to groups, random assignment of experimental treatments to groups, and use a pretest-posttest design which control for the effect of pre-testing by having only one-half of the students randomly receive the pre-test.

	RELATED TERMS:
	Randomization

Control/manipulation of variables

Experimental treatment

Research hypotheses

Error or random variance

Errors of measurement

Random assignment of subjects to groups

Baseline data

Nonexperimental variables

Contamination

Tests of significance

Bias

Validity

Reliability

Instrument construction

Null hypothesis/alternate hypothesis

Directional hypothesis

Independent (input), dependent (output), and control (classificatory) variables


QUASI-EXPERIMENTAL

	PURPOSE:
	Given a setting which does not permit control and/or manipulation of all relevant variables, the purpose of quasi-experimental research is to approximate the conditions of the true experiment.

	STATISTICS:
	See above.

	EXAMPLE(S):
	Studies of drug therapy for AIDS, where control and manipulation are not always feasible.

	RELATED TERMS:
	Maturation

Effects of testing

Statistical regression

Selective attrition

Stimulus adaptation

Internal validity

External validity

Interaction


Summary: Qualitative Research Methods Selected Designs

The data collection process of qualitative research traditions can take many months, a year, or even longer. The researcher needs to be well-grounded in the literature and be free to explore mixed methods to gain further insights into the phenomena being studied. 

pHENOMENOLOGICAL rESEARCH
	PURPOSE:
	Phenomenological research attempts to study a phenomenon as it appears to the researcher for the purpose of describing a phenomenon of personal, natural, and social significance. A method of investigation used to describe the different ways in which people conceptualize the world around them and examine individuals’ thinking. Researchers create the data to be analyzed. This research tradition serves as a preliminary exploration or pilot work for a quantitative research design.

	DATA ANALYSIS:
	Interview data is broken into segments, as the researcher looks for themes and meanings. The textural and structural descriptions are validated and triangulated with other findings and participants.

	PARTICIPANTS
	The essential criterion is that participants have experienced the phenomenon. The number of participants in a phenomenological study may be as many as 25 participants or more.

	EXAMPLE(S):
	Interviews; Carol Gilligan explored the how conscious reality appeared to women (Gilligan, 1983).


CORRELATIONAL

Ethnographic RESEARCH
	PURPOSE:
	Ethnographic research attempts to study cultural patterns and human behaviors of a group of people in a natural setting. Researchers create data to analyze and focus on the social structures, values, customs, rituals, and beliefs that are transmitted from generation to generation. The final research study will enable readers to understand the culture even though they may not have experienced it. This research tradition is used to predict and explain the behavior of other members of the culture.

	DATA ANALYSIS:
	Interview data is broken into segments, as the researcher looks for themes and meanings. The textural and structural descriptions are validated and triangulated with other findings and participants. Data analysis can focus on norms of social behavior, sequences of events in folktales, and accounts of stories and anecdotes using detailed descriptions.

	PARTICIPANTS
	The essential criterion is that participants are members of the culture under study. The number of participants in an ethnographic study may be as many as 25 participants or more.

	EXAMPLE(S):
	Researchers use the full range of qualitative data collection techniques such as interviews, observations, records of conversations, descriptions, time and motion data, drawings, and letters. Margaret Mead described the process of growing up in Manus society (Mead, 2001).


HISTORICAL RESEARCH
	PURPOSE:
	Historical research attempts to discover data through a search of official documents, diaries, relics, and historical accounts of events that occurred prior to the researcher’s decision to study them. The researcher searches for data to analyze. Historical research constructs reality. Historical research provides a framework for understanding the present, informing the way we make judgments, supporting reform issues, and evaluating future scenarios.

	DATA ANALYSIS:
	Data is interpreted, explained, and described in the traditional historical research. Quantitative data and statistical methods of data analysis can be used to make well grounded generalizations in the quantitative historical research.

	PARTICIPANTS
	The essential criterion is the size of the data set and the extensive search for primary and secondary sources.

	EXAMPLE(S):
	Interviews, official documents, diaries, relics, settings, events, objects, correspondence, and written records.Philip Nash traced the history of the Jupiters and explored the reasons the United States offered these nuclear missiles to its European allies (Nash, 1997).


gROUNDED tHEORY rESEARCH
	PURPOSE:
	Grounded theory research attempts to study an observed phenomenon as it appears to the researcher for the purpose of interpreting the perceptions people have about a phenomenon. A method of investigation is used to describe the different ways in which people conceptualize the phenomena. The researcher creates data to analyze. This research tradition serves as a preliminary exploration for the purpose of generating a theory.

	DATA ANALYSIS:
	The interview data reveals the core categories and central ideas as an accumulation of meaning emerges from the data. Interview data is analyzed through open coding, selective coding, and memos and is analyzed for the purpose of revealing or discovering the emergent core categories.

	PARTICIPANTS
	The essential criterion is that participants are willing to explore their perceptions about the phenomenon being studied. The number of participants in a grounded theory research study may be as many as 25 participants or more or until saturation is determined and achieved through two possible approaches: (a) a heuristic code that illuminates the interaction of language, and/or (b) numerical incidents that are determined from the data.

	EXAMPLE(S):
	Interviews.
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