INSTRUCTIONS:

A chi-square test of independence requires an r × c contingency table that has r rows and c columns. Degrees of freedom for the chi-square test will be (r − 1)(c − 1). In this test, the observed frequencies are compared with the expected frequencies under the hypothesis of independence. The test assumes

categorical data (attribute data) but can also be used with numerical data grouped into classes. Cochran’s Rule requires that expected frequencies be at least 5 in each cell, although this rule is often relaxed. A test for goodness-of-fit (GOF) uses the chi-square statistic to decide whether a sample is from a specified distribution (e.g., multinomial, uniform, Poisson, normal). The parameters of the fitted distribution (e.g., the mean) may be specified a priori, but more often are estimated from the sample. Degrees of freedom for the GOF test are c − m − 1 where c is the number of categories and m is the number of parameters estimated. The Kolmogorov-Smirnov and Lilliefors tests are ECDF-based tests that look at differences between the sample’s empirical cumulative distribution function (ECDF) and the hypothesized distribution. They are best used with n individual observations. The Anderson-Darling test and the probability plot are the most common ECDF tests, most often used to test for normality 
15.18: Sixty-four students in an introductory college economics class were asked how many credits they had earned in college, and how certain they were about their choice of major. Research question: At α = .01, is the degree of certainty independent of credits earned? 

Credits Earned

Very Uncertain
Somewhat Certain
Very Certain
Row Total

0–9


12


8


3

23

10–59


8


4


10

22

60 or more

1


7


11

19

Col Total

21
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24

64

