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experiment is the set of all possible outcomes of this experiment. Thus
if 2 is the sample space, cach element of £, say w, represents one possible
outcome, or result, of the experiment.

Events: An event is a subset of the sample space. Consequently, an event
is a particular set of ontcomes of the experiment in question. If the sumple
space is finite or countably infinite, we nsually regard cvery subset of the
sample space as an event. In particular, this means that the empty set
and the sample space itself are events. If the sample space is unconntably
infinite, ¢.g. an interval on the real line containing more than one point,
then not all subsets are necessarily considered to be events. What we do
require is that the collection of events has the following properties:

(a) The sample space is an event.

(b) It Eis an event, then £, the complement of E in the sample space,
i also an event

(€) TF {E,} is o sequence of events, then 2= E, is also an event.
Here are some important consequences of these requircments:

(a) The empty set must be an event.
(b) T {E,} is a sequence of events, then (2, E. is also an event.

(€) The difference between two events I and F, ie. E\F = EF<, is
an event.

A collection of subsets of the sample space with the above three properties
is referred to as a o-algebra or a o-field.




[image: image2.png]In the case that the sample space is an interval of the real line we require
that this o-algebra. contain all of the sub-intervals and then refer to the
smallest such o-algebra as the Borel subsets of that interval (after the
French mathematician Emile Borel)

The events which contain precisely one outcome are referred to ns simple
events. Thus these events are indecomposible in the sense that there
are no two distinet non-empty events with union equal to a simple event,
Note that in the case of a finite or countably infinite sample space, where
every subset is an event, we see that cvery event is the union of a finite
or countably infinite number of simple events

The most important relation between outcomes and events is the following;
If the result of an experiment is the ontcome w and E is an event, then
we say that the event E has occurred if and only if w & E. Otherwise,
iie. ifwe E¥, we say that E has not occurred.

Probability Measures: Once we have a sample space @ describing the
outcomes of our experiment and the collection of subsets of the sumple
space that we call the events, we want to define what we mean by a prob-
ability measure or probability distribution on this collection of events
Kolmogorov’s axioms for such a probability, which we denote by P, pro-
ceed as follows:

(a) P(R) =1, i.c. we nssign probability one to the entire sample space

(b) I E is an event, then P(E) > 0, i.e. every event is assigned o
non-negative probability.

(€) TE{E,} is a sequence of mutually exclusive events, then P (U2, E,) =
35y P(E,). i.e. the probability assigned to the union of a countable
caflection of mutnally exclusive events s the sum of the probabili-
ties of the individual events. (Recall that two events E and F' are
‘mutually exclusive if and only if their intersection is empty:)

Here are some important consequences of these axioms:

(a) P(¢) =0, i.c. we assign probability zero to the empty set.

(b) T E is an event, then P(E) + P(E%) = 1, i.e. the probability of an
event and the probability of its complement sum to one.

(€) 1 E is an event, then P(E) < 1

(d) 0E and F are events and E © F, then P(E) < P(F), i.c. probability
is a function which increases a5 the number of outcomes in an event

() 1t E and F are events, then P(E UF) + P(ENF) = P(E) + P(F),
ice.the sums of the probabilities of the union and intersection of
two events s the same as the sum of the probabilities of the original
events.




