ADDITONAL INFO ON PROBABILITY
From the book entitled Finite Mathematics (8th Edition) by Margaret L. Lial. Raymond N. Greenwell, and Nathan P. Ritchie 

2.
This is a picture of the actual question from the book:
[image: image1.png]64. Clhemisiry When carbon monoxide (CO) reacts with oxy-
gen (0y), carbon dioxide (CO,) is formed. This can be
written as CO + (1/2)0; = CO, and as a matrix equa-
tion.* Ifwe form a 2 1 column matrix by letting the first
element be the mumber of carbon atoms and the second
element be the number of axygen atoms. then CO would
have the column matrix
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a. Use the Gauss-Jordan method to find numbers x and
(known as stoichiometric numbers) that solve the sys-
tem of equations

(K

Compare your answers 1o the equation witten above.

b Repeat the proces for 30O+, + 2€0 = BO,
where Hy is hydrogen, and H,0 is water. In words, what
does this mean?





 3.
Here is a picture of Example 1 in Section 4.1, as well as the actual question:
[image: image2.png]Slack Variables
Restate the following lincar programming problem by introducing slack variables.
Maximize 2= 3% + 25 + x
subject to: 2% + Xy 4+ x3= 150
2, + 23, + 81, = 200
23+ 35+ x5 =220

with 0=0, u=0, x

Solution Rewrite the three constraints as equations by adding slack variables s,
52, and s, one for each consiraint. Then the problem can be restated as follows.

Maximize 2= 3% + 2% + 3

subjectto: 2% + X+ X3+ =150
2 20+ 8+ 200
2043+ X%

with

Adding slack variables to the constrainis converts a linear programming prob-
lem into a system of linear equations. In cach of these equations, all variables
should be on the lefi side of the equals sign and all constants on the right. All the
equations in Example 1 satisfy this condition except for the objective function,
2= 3% + 2x, + x, which may be written with all variables on the left as

3 -2 - xt2=0.

Now the equations in Example 1 can be written as the following augmented
matrix.
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[image: image3.png]4.1 Slack Variables and the Pivot = 157

This matrix is called the initial simplex tablea. The numbers in the bottom
row, which are from the objective function, are called indicators (except for the |
and 0 at the far right).
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‘Whatiis the solution? (List only the values of the original
variables and the objective function. Do not include
slack o surplus variables.)

d.What i the dual of the problem you found in part a?

. Whatis the solution of the dual you found in part d? (Do
not. perform any steps of the simplex algorithm; just
examine the tableau given in partc.)

. In Chapter 2 we wrote a system of linear equations using

matrix notation. We can do the same thing for the system of
linear inequalities in this chapter

a. Find matrices A, B, C. and X such that the maximization
problem in Example | of Section 4.1 can be written as

Maximize  CX

subjectto:  AX

with x

(Hint: Let B and X be column matrices. and C a row
matrix.)

b. Show that the dual of the problem in part a can be wril-
tenas

Minimize  YB

subjectto: ¥4

with v=0,

where ¥'is a fow matrix.

. Show that for any feasible solutions X and ¥ to the origi-
nal and dual problems, respectively, CX = YB. (Hint:
Multiply both sides of AX = B by ¥ on the left. Then
substitute for YA

. For the solution X to the maximization problem and ¥ to
the dual, it can be shown that

cX=vB

is always true. Verify this for Example 1 of Section 4.1
‘What s the significance of the value in CX (or YB)?
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‘Whatiis the solution? (List only the values of the original
variables and the objective function. Do not include
slack o surplus variables.)

d.What i the dual of the problem you found in part a?

. Whatis the solution of the dual you found in part d? (Do
not. perform any steps of the simplex algorithm; just
examine the tableau given in partc.)

. In Chapter 2 we wrote a system of linear equations using

matrix notation. We can do the same thing for the system of
linear inequalities in this chapter

a. Find matrices A, B, C. and X such that the maximization
problem in Example | of Section 4.1 can be written as

Maximize  CX

subjectto:  AX

with x

(Hint: Let B and X be column matrices. and C a row
matrix.)

b. Show that the dual of the problem in part a can be wril-
tenas

Minimize  YB

subjectto: ¥4

with v=0,

where ¥'is a fow matrix.

. Show that for any feasible solutions X and ¥ to the origi-
nal and dual problems, respectively, CX = YB. (Hint:
Multiply both sides of AX = B by ¥ on the left. Then
substitute for YA

. For the solution X to the maximization problem and ¥ to
the dual, it can be shown that

cX=vB

is always true. Verify this for Example 1 of Section 4.1
‘What s the significance of the value in CX (or YB)?










