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As we noted in Chapter 1, the purpose of descriptive statistics is to make a group of scores understandable. We looked at some ways of getting that understanding through tables and graphs. In this chapter, we consider the main statistical techniques for describing a group of scores with numbers. First, you can describe a group of scores in terms of a representative (or typical) value. A representative value gives the central tendency of a group of scores. A representative value is an efficient way to describe a group of scores (and there may be hundreds or even thousands of scores). The main representative value we consider is the mean. Next, we focus on ways of describing how spread out the numbers are in a group of scores. In other words, we consider the amount of variation, or variability, among the scores. The two measures of variability you will learn about are called the variance and standard deviation.
Tip for Success

Before beginning this chapter, you should be sure you are comfortable with the key terms of variable, score, and value that we considered in Chapter 1.
In this chapter, for the first time in this book, you use statistical formulas. As you get used to them, hopefully, you will come to see that such formulas actually simplify things. They provide a very precise yet very efficient and easy to remember way of describing statistical procedures. Still, to be sure you grasp the meaning of such formulas, whenever we present formulas in this book we always also give the â€œtranslationâ€� in ordinary English.

Central Tendency

The central tendency of a group of scores (a distribution) refers to the middle of the group of scores. You will learn about three measures of central tendency: the mean, mode, and median. Each measure of central tendency uses its own method to come up with a single number describing the middle of a group of scores. We start with the mean, the most commonly used measure of central tendency. Understanding the mean is also an important foundation for much of what you learn in later chapters.

The Mean
Usually the best measure of central tendency is the ordinary average, the sum of all the scores divided by the number of scores. In statistics, this is called the mean. The average, or mean, of a group of scores is a representative value.

Suppose 10 students, as part of a research study, record the total number of dreams they had during the last week. The numbers of dreams were as follows: 7, 8, 8, 7, 3, 1, 6, 9, 3, 8.

The mean of these 10 scores is 6 (the sum of 60 dreams divided by 10 students). That is, on the average, each student had 6 dreams in the past week. The information for the 10 students is thus summarized by the single number 6.

You can think of the mean as a kind of balancing point for the distribution of scores. Try it by visualizing a board balanced over a log, like a rudimentary teeter-totter. Imagine piles of blocks set along the board according to their values, one for each score in the distribution (like a histogram made of blocks). The mean is the point on the board where the weight of the blocks on each side balances exactly. Figure 2-1 shows this for the number of dreams for the 10 students.

Figure 2-1 Mean of the distribution of the number of dreams during a week for 10 students.





Some other examples are shown in Figure 2-2. Notice that there doesnâ€™t have to be a block right at the balance point. That is, the mean doesnâ€™t have to be a score actually in the distribution. The mean is the average of the scores, the balance point. The mean can be a decimal number, even if all the scores in the distribution have to be whole numbers (a mean of 2.30 children, for example). (By the way, this analogy to blocks on a board, in reality, works out precisely only if the board has no weight of its own.)

Figure 2-2 Means of various distributions illustrated with blocks on a board balanced on a log.




Formula for the Mean and Statistical Symbols
The rule for figuring the mean is to add up all the scores and divide by the number of scores. Here is how this is written as a formula:

(2-1)

Equation 2-1 




The mean is the sum of the scores divided by the number of scores.

M is a symbol for the mean. An alternative symbol, [image: image3.png]


(â€œX-barâ€�), is sometimes used. However, M is almost always used in research articles in psychology, as recommended by the style guidelines of the American Psychological Association (2001). Mostly you will see [image: image4.png]


used in advanced statistics books and in articles about statistics. In fact, there is not a general agreement for many of the symbols used in statistics. (In this book we generally use the symbols most widely found in psychology research articles.)

S, the capital Greek letter sigma, is the symbol for â€œsum of.â€� It means â€œadd up all the numbers for whatever follows.â€� It is the most common special arithmetic symbol used in statistics.

Tip for Success

Think of each formula as a statistical recipe. The ingredients of each formula are written using statistical symbols. Before you use each formula, be sure you know what statistical term each symbol stands for. (For example, as you will learn shortly, the symbol â€œNâ€� means â€œnumber of scores.â€�) Then, step by step, carefully follow the formula to come up with the end result. As with any recipe, it may take a couple of attempts to master; but after that, you should get perfect results every time. Also, donâ€™t forget to focus on understanding the logic behind each formula.
X stands for the scores in the distribution of the variable X. We could have picked any letter. However, if there is only one variable, it is usually called X. In later chapters we use formulas with more than one variable. In those formulas, we use a second letter along with X (usually Y) or subscripts (such as X1 and X2).

SX is â€œthe sum of X.â€� This tells you to add up all the scores in the distribution of the variable X. Suppose X is the number of dreams of our 10 students: SX is 7 + 8 + 8 + 7 + 3 + 1 + 6 + 9 + 3 + 8, which is 60.

N stands for numberâ€”the number of scores in a distribution. In our example, there are 10 scores. Thus, N equals 10.1
Overall, the formula says to divide the sum of all the scores in the distribution of the variable X by the total number of scores, N. In the dreams example, this means you divide 60 by 10. Put in terms of the formula,




Additional Examples of Figuring the Mean
Consider the examples from Chapter 1. The stress ratings of the 30 students in the first week of their statistics class (based on Aron et al., 1995) were:

8, 7, 4, 10, 8, 6, 8, 9, 9, 7, 3, 7, 6, 5, 0, 9, 10, 7, 7, 3, 6, 7, 5, 2, 1, 6, 7, 10, 8, 8.

In Chapter 1 we summarized all these numbers into a frequency table (Table 1-3). You can now summarize all this information as a single number by figuring the mean. You figure the mean by adding up all the stress ratings and dividing by the number of stress ratings. That is, you add up the 30 stress ratings: 8 + 7 + 4 + 10 + 8 + 6 + 8 + 9 + 9 + 7 + 3 + 7 + 6 + 5 + 0 + 9 + 10 + 7 + 7 + 3 + 6 + 7 + 5 + 2 + 1 + 6 + 7 + 10 + 8 + 8, for a total of 193. Then you divide this total by the number of scores, 30. In terms of the formula,




Tip for Success

When an answer is not a whole number, we suggest that you use two more decimal places in the answer than for the original numbers. In this example, the original numbers did not use decimals, so we rounded the answer to two decimal places.
This tells you that the average stress rating was 6.43 (after rounding off). This is clearly higher than the middle of the 0â€“10 scale. You can also see this on a graph. Think again of the histogram as a pile of blocks on a board and the mean of 6.43 as the point where the board balances on the fulcrum (see Figure 2-3). This single representative value simplifies the information in the 30 stress scores.

Figure 2-3 Analogy of blocks on a board balanced on a fulcrum showing the mean for 30 statistics studentsâ€™ ratings of their stress level.




Similarly, consider the Chapter 1 example of studentsâ€™ social interactions (McLaughlin-Volpe et al., 2001). The actual number of interactions over a week for the 94 students are listed on page 9. In Chapter 1, we organized the original scores into a frequency table (see Table 1-5). We can now take those same 94 scores, add them up, and divide by 94 to figure the mean:




This tells us that during this week these students had an average of 17.39 social interactions. Figure 2-4 shows the mean of 17.39 as the balance point for the 94 social interaction scores.

Figure 2-4 Analogy of blocks on a board balanced on a fulcrum illustrating the mean for number of social interactions during a week for 94 college students.




Steps for Figuring the Mean
You figure the mean in two steps.

1. [image: image10.png]


Add up all the scores. That is, figure SX. 

2. [image: image11.png]


Divide this sum by the number of scores. That is, divide SX by N. 

The Mode
The mode is another measure of central tendency. The mode is the most common single value in a distribution. In our dreams example, the mode is 8. This is because there are three students with 8 dreams and no other number of dreams with as many students. Another way to think of the mode is that it is the value with the largest frequency in a frequency table, the high point or peak of a distributionâ€™s frequency polygon or histogram (as shown in Figure 2-5).

Figure 2-5 The mode as the high point in a distributionâ€™s histogram, using the example of the number of dreams during a week for 10 students.




In a perfectly symmetrical unimodal distribution, the mode is the same as the mean. However, what happens when the mean and the mode are not the same? In that situation, the mode is usually not a very good way of describing the central tendency of the scores in the distribution. In fact, sometimes researchers compare the mode to the mean in order to show that the distribution is not perfectly symmetrical. Also, the mode can be a particularly poor representative value because it does not reflect many aspects of the distribution. For example, you can change some of the scores in a distribution without affecting the modeâ€”but this is not true of the mean, which is affected by any single change in the distribution (see Figure 2-6).

Figure 2-6 The effect on the mean and on the mode of changing some scores, using the example of the number of dreams during a week for 10 students.




On the other hand, the mode is the usual way of describing the central tendency for a nominal variable. For example, if you know the religions of a particular group of people, the mode tells you which religion is the most frequent. However, when it comes to the numerical variables that are most common in psychology research, the mode is rarely used.

The Median
Another alternative to the mean is the median. If you line up all the scores from lowest to highest, the middle score is the median. Figure 2-7 shows the scores for the number of dreams lined up from lowest to highest. In this example, the fifth and sixth scores (the two middle ones), are both 7s. Either way, the median is 7.

Figure 2-7 The median is the middle score when scores are lined up from lowest to highest, using the example of the number of dreams during a week for 10 students.




When you have an even number of scores, the median will be between two different scores. In that situation, the median is the average (the mean) of the two scores. (There are more complex solutions that take into account the pattern of scores on both sides of the middle. However, in practice, the average of the two middle scores is usually close enough.)

Tip for Success

One of the most common errors when figuring the median is to forget first to line the scores up from lowest to highest.
Sometimes, the median is better than the mean as a representative value for a group of scores. This happens when there are a few extreme scores that would strongly affect the mean but would not affect the median. Reaction time scores are a common example in psychology research. Suppose you are asked to press a key as quickly as possible when a green circle is shown on the computer screen. On five showings of the green circle, your times (in seconds) to respond are .74, .86, 2.32, .79, and .81. The mean of these five scores is 1.1040: that is, (SX)/N = 5.52/5 = 1.1040. However, this mean is very much influenced by the one very long time (2.32 seconds). (Perhaps you were distracted just when the green circle was shown.) The median is much less affected by the extreme score. The median of these five scores is .81â€”a value that is much more representative of most of the scores. That is, using the median de-emphasizes the one extreme time, which is probably appropriate. An extreme score like this is called an outlier. In this example, the outlier was much higher than the other scores, but in other cases an outlier may be much lower than the other scores in the distribution.
Web Link 

http://www.phoenix5.org/articles/GouldMessage.html. Read a brief, interesting article that presents a real-world example of the median and skewed distributions.
The importance of whether you use the mean, mode, or median can be seen in a recent controversy among psychologists studying the evolutionary basis of human mate choice. One set of theorists (e.g., Buss & Schmitt, 1993) argue that over their lives, men should prefer to have many partners, but women should prefer to have just one reliable partner. This is because a woman can have only a small number of children in a lifetime and her genes are most likely to survive if those few children are well taken care of. Men, however, can have a great many children in a lifetime. Therefore, according to the theory, a shotgun approach is best for many men. Their genes are most likely to survive if they have a great many partners. Consistent with this assumption, evolutionary psychologists have found that men report wanting far more partners than do women.

Other theorists (e.g., Miller & Fishkin, 1997), however, have questioned this view. They argue that women and men should prefer about the same number of partners. This is because individuals with a basic predisposition to seek a strong intimate bond are most likely to survive infancy. This desire for strong bonds, they argue, remains (and has other benefits) in adulthood. These theorists also asked women and men how many partners they wanted. They found the same result as the previous researchers when using the meanâ€”men wanted an average of 64.3, women an average of 2.8. However, the picture looks drastically different if you look at the median or mode (see Table 2-1). Figure 2-8, taken directly from their article, shows why. Most women and most men want just one partner. A few want more, some many more. The big difference is that there are a lot more men in the small group that want many more than one partner.

Table 2-1 Responses of 106 Men and 160 Women to the Question: â€œHow many partners would you ideally desire in the next 30 years?â€�

	Â 
	Mean
	Median
	Mode

	Women
	2.8
	1
	1

	Men
	64.3
	1
	1


Figure 2-8 Distributions for men and women for the ideal number of partners desired over 30 years.




Note: To include all of the data, we collapsed across categories further out on the tail of these distributions. If every category represented a single number, it would be more apparent that the tail is very flat and that distributions are even more skewed than is apparent here.

So which theory is right? You could argue either way from these results. The point is that just focusing on the mean can clearly misrepresent the reality of the distribution. As this example shows, the median is most likely to be used when there are a few extreme scores that would make the mean unrepresentative of the main body of scores. Figure 2-9 illustrates this point, by showing the relative location of the mean, mode, and median for three types of distribution that you learned about in Chapter 1. The distribution in Figure 2-9a is skewed to the left (negatively skewed), as the long tail of the distribution points to the left. The mode in this distribution is the highest point of the distribution, which is on the far right hand side of the distribution. The median is the point at which half of the scores are above that point and half are below. As you can see, in order for that to happen, the median must be a lower value than the mode. Finally, the mean is strongly influenced by the very low scores in the long tail of the distribution, and is thus a lower value than the median. Figure 2-9b shows the location of the mean, mode, and median for a distribution that is skewed to the right (positively skewed). In this case, the mean is a higher value than either the mode or median, as the mean is strongly influenced by the very high scores in the long tail of the distribution. Again, the mode is the highest point of the distribution and the median is in between the mode and the mean. In Figures 2-9a and 2-9b, the mean is not a good representative value of the scores, as it is unduly influenced by the extreme scores.

Figure 2-9 The location of the mean, mode, and median on (a) a distribution skewed to the left, (b) a distribution skewed to the right, and (c) a normal curve.




Figure 2-9c shows a normal curve. As for any distribution, the mode is the highest point in the distribution. For a normal curve, this highest point falls exactly at the midpoint of the distribution. This midpoint is the median value, since half of the scores in the distribution are below that point and half are above that point. The mean also falls at the same point, as the normal curve is symmetrical about the midpoint, and every score in the left hand side of the curve has a matching score on the right hand side. So, for a normal curve, the mean, mode, and median are always the same value.

There are some occasions when psychologists use the median as part of more complex statistical methods. However, unless there are extreme scores, psychologists almost always use the mean as the representative value of a group of scores. In fact, as you will learn, the mean is a fundamental building block for most other statistical techniques.

Steps for Finding the Median
Finding the median can be summarized as three steps.

1. [image: image17.png]


Line up all the scores from lowest to highest. 

2. [image: image18.png]


Figure how many scores there are to the middle score by adding 1 to the number of scores and dividing by 2. For example, with 29 scores, adding 1 and dividing by 2 gives you 15. The 15th score is the middle score. If there are 50 scores, adding 1 and dividing by 2 gives you 25Â½. There are no half scores, so the 25th and 26th scores (the scores either side of 25Â½) are the middle scores. 

3. [image: image19.png]


Count up to the middle score or scores. If you have one middle score, this is the median. If you have two middle scores, the median is the average (the mean) of these two scores. 

Web Link 

http://argyll.epsb.ca/jreed/math9/strand4/centralTendency.htm. Use this website to practice figuring the mean, mode, and median.
How Are You Doing?
	1.
	Name and define three measures of central tendency.


	2.
	Write the formula for the mean and define each of the symbols.


	3.
	Figure the mean of the following scores: 2, 8, 3, 6, and 6.


	4.
	For the following scores find (a) the mode and (b) the median: 5, 4, 2, 8, 2.


Answers
	
	


	1.
	The mean is the ordinary averageâ€”the sum of the scores divided by the number of scores. The mode is the most frequent score in a distribution. The median is the middle scoreâ€”that is, if you line the scores up from lowest to highest, it is the score halfway along.


	
	


	2.
	M = (SX)/N. M is the mean; S is the symbol for â€œsum ofâ€�â€”add up all the scores that follow; X is for the variable whose scores you are adding up; N is the number of scores.


	
	


	3.
	M = (SX)/N = (2 + 8 + 3 + 6 + 6)/5 = 5.


	
	


	4.
	(a) 2; (b) 4.


Variability

Suppose you were asked, â€œHow old are the students in your statistics class?â€� At a city-based university with many returning and part-time students, the mean age might be 29. You could answer, â€œThe average age of the students in my class is 29.â€� However, this would not tell the whole story. You could have a mean of 29 because every student in the class was exactly 29 years old. If this is the case, the distribution is not spread out at all. In other words, there is no variation, or variability, in the distribution. Or, you could have a mean of 29 because exactly half the class was 19 and the other half was 39. In this situation, the distribution is much more spread out. There is considerable variability among the scores in the distribution.

You can think of the variability of a distribution as the amount of spread of the scores around the mean. Distributions with the same mean can have very different amounts of spread around the mean; Figure 2-10a shows histograms for three different frequency distributions with the same mean but different amounts of spread around the mean. A real-life example of this is shown in Figure 2-11, which shows distributions of the housing prices in two neighborhoods: one with diverse housing types and the other with a consistent type of housing. As with Figure 2-10a, the mean housing price is the same in each neighborhood. However, the distribution for the neighborhood with diverse housing types is much more spread out around the mean than the distribution for the neighborhood that has a consistent type of housing. This tells you that there is much greater variability in the price of housing in the neighborhood with diverse types of housing than in the neighborhood with a consistent housing type. Also, distributions with different means can have the same amount of spread around the mean. Figure 2-10b shows three different frequency distributions with different means but the same amount of spread. So, while the mean provides a representative value of a group of scores, it doesnâ€™t tell you about the variability (or spread) of the scores. You will now learn about two measures of the variability of a group of scores: the variance and standard deviation.2
Figure 2-10 Examples of distributions with (a) the same mean but different amounts of spread, and (b) different means but the same amount of spread.




Figure 2-11 Example of two distributions with the same mean but different amounts of spread: housing prices for a neighborhood with diverse types of housing and a neighborhood with a consistent type of housing.




The Variance
The variance of a group of scores tells you how spread out the scores are around the mean. To be precise, the variance is the average of each scoreâ€™s squared difference from the mean.

Here are the four steps to figure the variance:

1. [image: image22.png]


Subtract the mean from each score. This gives each scoreâ€™s deviation score. The deviation score is how far away the score is from the mean. 

2. [image: image23.png]


Square each of these deviation scores (multiply each by itself). This gives each scoreâ€™s squared deviation score. 

3. [image: image24.png]


Add up the squared deviation scores. This total is called the sum of squared deviations. 

4. [image: image25.png]


Divide the sum of squared deviations by the number of scores. This gives the average (the mean) of the squared deviations, called the variance. 

Suppose one distribution is more spread out than another. The more spread-out distribution has a larger variance because being spread makes the deviation scores bigger. If the deviation scores are bigger, the squared deviation scores are also bigger. Thus, the average of the squared deviation scores (the variance) is bigger.

In the example of the class in which everyone was exactly 29 years old, the variance would be exactly 0. That is, there would be no variance (which makes sense, as there is no variability among the ages). (In terms of the numbers, each personâ€™s deviation score would be 29 â€“ 29 = 0; 0 squared is 0. The average of a bunch of zeros is 0.) By contrast, the class of half 19-year-olds and half 39-year-olds would have a rather large variance of 100. (The 19-year-olds would each have deviation scores of 19 â€“ 29 = â€“10. The 39-year-olds would have deviation scores of 39 â€“ 29 = 10. All the squared deviation scores, which are either â€“10 squared or 10 squared, come out to 100. The average of all 100s is 100.)

The variance is extremely important in many statistical procedures you will learn about later. However, the variance is rarely used as a descriptive statistic. This is because the variance is based on squared deviation scores, which do not give a very easy-to-understand sense of how spread out the actual, nonsquared scores are. For example, a class with a variance of 400 clearly has a more spread-out distribution than one whose variance is 10. However, the number 400 does not give an obvious insight into the actual variation among the ages, none of which are anywhere near 400.3
The Standard Deviation
The most widely used way of describing the spread of a group of scores is the standard deviation. The standard deviation is directly related to the variance and is figured by taking the square root of the variance. There are two steps to figure the standard deviation.

1. [image: image26.png]


Figure the variance. 

2. [image: image27.png]


Take the square root. The standard deviation is the positive square root of the variance. (Any number has both a positive and a negative square root. For example, the square root of 9 is both +3 and â€“3.) 

If the variance of a distribution is 400, the standard deviation is 20. If the variance is 9, the standard deviation is 3.

The variance is about squared deviations from the mean. Therefore, its square root, the standard deviation, is about direct, ordinary, not-squared deviations from the mean. Roughly speaking, the standard deviation is the average amount that scores differ from the mean. For example, consider a class where the ages have a standard deviation of 20 years. This would tell you that the ages are spread out, on the average, about 20 years in each direction from the mean. Knowing the standard deviation gives you a general sense of the degree of spread.

The standard deviation does not, however, perfectly describe the shape of the distribution. For example, suppose the distribution of the number of children in families in a particular country has a mean of 4 and standard deviation of 1. Figure 2-12 shows several possibilities of the distribution of number of children, all with a mean of 4 and a standard deviation of 1.

Figure 2-12 Some possible distributions for family size in a country where the mean is 4 and the standard deviation is 1.




It is also important to remember that the standard deviation is not exactly the average amount that scores differ from the mean. To be precise, the standard deviation is the square root of the average of scoresâ€™ squared deviations from the mean. This squaring, averaging, and then taking the square root gives a slightly different result from simply averaging the scoresâ€™ deviations from the mean. Still, the result of this approach has technical advantages that outweigh the slight disadvantage of giving only an approximate description of the average variation from the mean (see footnote 3).

Formulas for the Variance and the Standard Deviation
We have seen that the variance is the average squared deviation from the mean. Here is the formula for the variance.

(2-2)

Equation 2-2 




The variance is the sum of the squared deviations of the scores from the mean, divided by the number of scores.

SD2 is the symbol for the variance. (Later, you will learn its other symbols, S2 and s2â€”the lowercase Greek letter sigma squared. The different symbols are for different situations in which the variance is used. In some cases, it is figured slightly differently.) SD is short for standard deviation. The symbol SD2 emphasizes that the variance is the standard deviation squared.

Tip for Success

The sum of squared deviations is an important part of many of the procedures you learn in later chapters, so be sure you fully understand it, as well as how it is figured.
The top part of the formula is the sum of squared deviations. X is for each score and M is the mean. Thus, X â€“ M is the score minus the mean, the deviation score. The 2 tells you to square each deviation score. Finally, the sum sign (S) tells you to add together all these squared deviation scores.

The sum of squared deviations, which is called the sum of squares for short, has its own symbol, SS. Thus, the variance formula can be written using SS instead of S(X â€“ M)2:

(2-3)

Equation 2-3 




The variance is the sum of the squared deviations divided by the number of scores.

Whether you use the simplified symbol SS or the full description of the sum of squared deviations, the bottom part of the formula is just N, the number of scores. That is, the formula says to divide the sum of the squared deviation scores by the number of scores in the distribution.

The standard deviation is the square root of the variance. So, if you already know the variance, the formula is

(2-4)

Equation 2-4 




The standard deviation is the square root of the variance.

The formula for the standard deviation, starting from scratch, is the square root of what you figure for the variance:

(2-5)

Equation 2-5 




The standard deviation is the square root of the result of taking the sum of the squared deviations of the scores from the mean divided by the number of scores.

or

(2-6)

Equation 2-6 




The standard deviation is the square root of the result of taking the sum of the squared deviations divided by the number of scores.

Examples of Figuring the Variance and Standard Deviation
Tip for Success

Always check that your answers make intuitive sense. For example, looking at the scores for the dreams example, a standard deviationâ€”which, roughly speaking, represents the average amount the scores vary from the meanâ€”of 2.57 makes sense. If your answer had been 21.23, however, it would mean that, on average, the number of dreams varied by more than 20 from the mean of 6. Looking at the group of scores, that just couldnâ€™t be true.
Table 2-2 shows the figuring for the variance and standard deviation for the number of dreams example. (The table assumes you have already figured the mean to be 6 dreams.) Usually, it is easiest to do your figuring using a calculator, especially one with a square root key. The standard deviation of 2.57 tells you that roughly speaking, on the average, the number of dreams vary by about 2Â½ from the mean of 6.

Table 2-2 Figuring the Variance and Standard Deviation in the Number of Dreams Example

	Score 
(Number of Dreams)
	â€“
	Mean Score 
(Mean Number of Dreams)
	=
	Deviation Score
	Squared Deviation Score

	7
	Â 
	6
	Â 
	1
	1

	8
	Â 
	6
	Â 
	2
	4

	8
	Â 
	6
	Â 
	2
	4

	7
	Â 
	6
	Â 
	1
	1

	3
	Â 
	6
	Â 
	â€“3
	9

	1
	Â 
	6
	Â 
	â€“5
	25

	6
	Â 
	6
	Â 
	0
	0

	9
	Â 
	6
	Â 
	3
	9

	3
	Â 
	6
	Â 
	â€“3
	9

	8
	Â 
	6
	Â 
	2
	4

	Â 
	Â 
	Â 
	Â 
	S: 0
	66

	





Tip for Success

Notice in Table 2-2 that the deviation scores (shown in the third column) add up to 0. The sum of the deviation scores is always 0 (or very close to 0, allowing for rounding error). So, to check your figuring, always sum the deviation scores. If they do not add up to 0, do your figuring again.
Table 2-3 shows the figuring for the variance and standard deviation for the example of studentsâ€™ number of social interactions during a week (McLaughlin-Volpe et al., 2001). (To save space, the table shows only the first few and last few scores.) Roughly speaking, this result tells you that a studentâ€™s number of social interactions in a week varies from the mean (of 17.39) by an average of 11.49. This can also be shown on a histogram (see Figure 2-13).

Table 2-3 Figuring the Variance and Standard Deviation for Number of Social Interactions during a Week for 94 College Students

	Number of Interactions
	â€“
	Mean Number of Interactions
	=
	Deviation Score
	Squared Deviation Score

	48
	Â 
	17.39
	Â 
	30.61
	936.97

	15
	Â 
	17.39
	Â 
	â€“2.39
	5.71

	33
	Â 
	17.39
	Â 
	15.61
	243.67

	3
	Â 
	17.39
	Â 
	â€“14.39
	207.07

	21
	Â 
	17.39
	Â 
	3.61
	13.03

	Â·
	Â 
	Â·
	Â 
	Â·
	Â·

	Â·
	Â 
	Â·
	Â 
	Â·
	Â·

	Â·
	Â 
	Â·
	Â 
	Â·
	Â·

	35
	Â 
	17.39
	Â 
	17.61
	310.11

	9
	Â 
	17.39
	Â 
	â€“8.39
	70.39

	30
	Â 
	17.39
	Â 
	12.61
	159.01

	8
	Â 
	17.39
	Â 
	â€“9.39
	88.17

	26
	Â 
	17.39
	Â 
	8.61
	74.13

	Â 
	Â 
	Â 
	Â 
	S: 0.00
	12,406.44

	





Figure 2-13 The standard deviation as the distance along the base of a histogram, using the example of number of social interactions in a week.




Measures of variability, such as the variance and standard deviation, are heavily influenced by the presence of one or more outliers (extreme values) in a distribution. The scores in the number of dreams example were 7, 8, 8, 7, 3, 1, 6, 9, 3, 8, and we figured the standard deviation of the scores to be 2.57. Now imagine that one additional person is added to the study and that person reports having 21 dreams in the past week. The standard deviation of the scores would now be 4.93, which is almost double the size of the standard deviation without this additional single score.

Computational and Definitional Formulas
In actual research situations, psychologists must often figure the variance and the standard deviation for distributions with many scores, often involving decimals or large numbers. In the days before computers, this could make the whole process quite time consuming, even with a calculator. To deal with this problem, over the years researchers developed various shortcuts to simplify the figuring. A shortcut formula of this type was called a computational formula.

The traditional computational formula for the variance of the kind we are discussing in this chapter was as follows:

(2-7)

Equation 2-7 




The variance is the sum of the squared scores minus the result of taking the sum of all the scores, squaring this sum and dividing by the number of scores, then taking this whole difference and dividing it by the number of scores.

SX2 means that you square each score and then take the sum of these squared scores. However, (SX)2 means that you first add up all the scores and then take the square of this sum. Although this sounds complicated, this formula was actually easier to use than the one you learned before if a researcher was figuring the variance for a lot of numbers by hand, because the researcher did not have to first find the deviation score for each score.

However, these days computational formulas are mainly of historical interest. They are used by researchers only when computers with statistics software are not readily available to do the figuring. In fact, today, even many hand calculators are set up so that you need only enter the scores and press a button or two to get the variance and the standard deviation.

In this book we give a few computational formulas (mainly in footnotes) just so you will have them if you someday do a research project with a lot of numbers and you donâ€™t have access to statistical software. However, we very definitely recommend not using the computational formulas when you are learning statistics, even if they might save you a few minutes of figuring a practice problem. The computational formulas usually make it much harder to understand the meaning of what you are figuring. The only reason for figuring problems at all by hand when you are learning statistics is to reinforce the underlying principles. Thus, you would be undermining the whole point of the practice problems if you used a formula that had a complex relation to the basic logic. The formulas we give you for the practice problems and for all the examples in the book are designed to help strengthen your understanding of what the figuring means. Thus, the usual formula we give for each procedure is what statisticians call a definitional formula.

The Importance of Variability in Psychology Research
So far, we have focused on the variance and standard deviation as measures of the variability in a group of scores. More generally, variability is an important topic in psychology research, as much of that research focuses on explaining variability. We will use a couple of examples to show what we mean by â€œexplaining variability.â€� As you might imagine, different students experience different levels of stress with regard to learning statistics: Some students experience little stress; for other students, learning statistics can be a source of great stress. So, in this example, explaining variability means identifying the factors that explain why students differ in the amount of stress they experience. Perhaps how much experience students have had with math explains some of the variability in stress. That is, according to this explanation, the differences (variability) among students in amount of stress are partially due to the differences (variability) among students in the amount of experience they have had with math. Thus, the variation in math experience partially explains, or accounts for, the variation in stress. What factors might explain the variation in studentsâ€™ number of weekly social interactions? Perhaps it is variation among students in their extraversion, with more extraverted students tending to have more interactions. Or perhaps it is variation in gender, with one gender having consistently more interactions than the other. Much of the rest of this book focuses on procedures for evaluating and testing whether variation on some specific factor (or factors) explains the variability in some variable of interest.

The Variance as the Sum of Squared Deviations Divided by N â€“ 1
Researchers often use a slightly different kind of variance. We have defined the variance as the average of the squared deviation scores. Using that definition, you divide the sum of the squared deviation scores by the number of scores (that is, the variance is SS/N). But you will learn in Chapter 7 that for many purposes it is better to define the variance as the sum of squared deviation scores divided by 1 less than the number of scores. In other words, for those purposes the variance is the sum of squared deviations divided by N â€“ 1 (that is, variance is SS/[N â€“ 1]). (As you will learn in Chapter 7, you use this dividing by N â€“ 1 approach when you have scores from a particular group of people and you want to estimate what the variance would be for the larger group of people these individuals represent.)

The variances and standard deviations given in research articles are usually figured using SS/(N â€“ 1). Also, when calculators or computers give the variance or the standard deviation automatically, they are usually figured in this way (for example, see the Using SPSS section at the end of this chapter). But donâ€™t worry. The approach you are learning in this chapter of dividing by N (that is, figuring variance as SS/N) is entirely correct for our purpose here, which is describing the variation in a group of scores. It is also entirely correct for the material you learn in Chapters 3 through 6. We mention this other approach (variance as SS/[N â€“ 1]) now only so that you will not be confused when you read about variance or standard deviation in other places or if your calculator or a computer program gives a surprising result. To keep things simple, we wait to discuss the dividing by N â€“ 1 approach until it is needed, starting in Chapter 7.

How Are You Doing?
	1.
	(a) Define the variance and (b) indicate what it tells you about a distribution and how this is different from what the mean tells you.


	2.
	(a) Define the standard deviation, (b) describe its relation to the variance, and (c) explain what it tells you approximately about a group of scores.


	3.
	Give the full formula for the variance and indicate what each of the symbols mean.


	4.
	Figure the (a) variance and (b) standard deviation for the following scores: 2, 4, 3, and 7 (M = 4).


	5.
	Explain the difference between a definitional and a computational formula.


	6.
	What is the difference between the formula for the variance you learned in this chapter and the formula that is usually used to figure the variance in research articles?


Answers
	
	


	1.
	(a) The variance is the average of the squared deviation of each score from the mean. (b) The variance tells you about how spread out the scores are (that is, their variability), while the mean tells you the central tendency of the distribution.


	
	


	2.
	(a) The standard deviation is the square root of the average of the squared deviations from the mean. (b) The standard deviation is the square root of the variance. (c) The standard deviation tells you approximately the average amount that scores differ from the mean.


	
	


	3.
	SD2 = S(X â€“ M)2/N. SD2 is the variance. S means the sum of what follows. X is for the scores for the variable being studied. M is the mean of the scores. N is the number of scores.


	
	


	4.
	(a) SD2 = S(X â€“ M)2/N = [(2 â€“ 4)2 + (4 â€“ 4)2 + (3 â€“ 4)2 + (7 â€“ 4)2]/4 = 14/4 = 3.5.

(b) [image: image38.png]SD = VSD4 = V35 = 1.87






	
	



	5.
	A definitional formula is the standard formula that is in the straightforward form that shows the meaning of what the formula is figuring. A computational formula is a mathematically equivalent variation of the definitional formula, but the computational formula tends not to show the underlying meaning. Computational formulas were often used before computers were available and researchers had to do their figuring by hand with a lot of scores.


	
	


	6.
	The formula for the variance in this chapter divides the sum of squares by the number of scores (that is, SS/N). The variance in research articles is usually figured by dividing the sum of squares by one less than the number of scores (that is, SS/[N â€“ 1]).


Box 2-1. The Sheer Joy (Yes, Joy) of Statistical Analysis 

You are learning statistics for the fun of it, right? No? Or maybe so, after all. Because if you become a psychologist, at some time or other you will form a hypothesis, gather some data, and analyze them. (Even if you plan a career as a psychotherapist, you will probably eventually wish to test an idea about the nature of your patients and their difficulties.) That hypothesis, your own original idea, and the data you gather to test it are going to be very important to you. Your heart may well be pounding with excitement as you analyze the data.

Consider some of the comments of social psychologists we interviewed for our book The Heart of Social Psychology (Aron & Aron, 1989). Deborah Richardson, who studies interpersonal relationships, confided that her favorite part of being a social psychologist is looking at the statistical output of the computer analyses:

Itâ€™s like putting together a puzzle.... Itâ€™s a highly arousing, positive experience for me. I often go through periods of euphoria. Even when the data donâ€™t do what I want them to do ... [thereâ€™s a] physiological response.... Itâ€™s exciting to see the numbers come offâ€”Is it actually the way I thought it would be?â€”then thinking about the alternatives.

Harry Reis, former editor of the Journal of Personality and Social Psychology, sees his profession the same way:

By far the most rewarding part is when you get a new data set and start analyzing it and things pop out, partly a confirmation of what led you into the study in the first place, but then also other things.... â€œWhy is that?â€� Trying to make sense of it. The kind of ideas that come from data.... I love analyzing data.

Bibb Latane, an eminent psychologist known for, among other things, his work on why people donâ€™t always intervene to help others who are in trouble, reports eagerly awaiting

... the first glimmerings of what came out ... [and] using them to shape what the next question should be.... You need to use everything youâ€™ve got, ... every bit of your experience and intuition. Itâ€™s where you have the biggest effect, itâ€™s the least routine. Youâ€™re in the room with the tiger, face to face with the core of what you are doing, at the moment of truth.

Bill Graziano, whose work integrates developmental and social psychology, calls the analysis of his data â€œgreat fun, just great fun.â€� And in the same vein, Margaret Clark, who studies emotion and cognition, declares that â€œthe most fun of all is getting the data and looking at them.â€�

So you see? Statistics in the service of your own creative ideas can be a pleasure indeed.

Controversy: The Tyranny of the Mean

Looking in psychology research journals, you would think that statistics are the disciplineâ€™s sole tool or language. But there has always been an undercurrent of dissatisfaction with a purely numerical approach. Throughout this book we want to keep you informed about controversies among psychologists about statistics; one place to begin seems to be the controversy about the overuse of statistics itself.

Itâ€™s rarely discussed, but the â€œfather of psychology,â€� Wilhelm Wundt, thought experiments and statistics should be limited to topics such as perception and memory. The proper approach to all of the rest of psychology was the analysis and interpretation of meaning, without numbers (McLeod, 1996).

Behaviorism is often portrayed as the school of psychology historically most dedicated to keeping the field strictly scientific. Behaviorism began around 1913 with the rejection of the study of inner states because they are impossible to observe objectively. (Today most research psychologists attempt to measure inner events indirectly, but objectively.) But behaviorismâ€™s most ardent spokesperson, B. F. Skinner, was utterly opposed to statistics. Skinner even said, â€œI would much rather see a graduate student in psychology taking a course in physical chemistry than in statistics. And I would include [before statistics] other sciences, even poetry, music, and artâ€� (Evans, 1976, p. 93).

Why was Skinner so opposed to statistics? He held that observing behavior is the best way to understand it, and that means observing individual cases. He constantly pointed to the information lost by averaging the results of a number of cases. For instance, Skinner (1956) cited the example of three overeating miceâ€”one naturally obese, one poisoned with gold, and one whose hypothalamus had been altered. Each had a different learning curve (pattern of rate of learning) to press a bar for food, revealing much about the eating habits created by each condition. If these learning curves had been summed or merged statistically, the result would have failed to represent actual eating habits of any real mouse. As Skinner said, â€œThese three individual curves contain more information than could probably ever be generated with measures requiring statistical treatment, yet they will be viewed with suspicion by many psychologists because they are single casesâ€� (p. 232).

A different voice of caution was raised by humanistic psychology, which began in the 1950s as a â€œthird forceâ€� in reaction to both behaviorism and the main alternative at the time, Freudian psychoanalysis. The point of humanistic psychology was that human consciousness should be studied intact, as a whole, as it is experienced by individuals. Although statistics can be usefully applied to ascertain the mathematical relationships between phenomena, including events in consciousness, human experience can never be fully explained by reducing it to numbers (any more than it can be reduced to words). Each individualâ€™s experience is unique.

In clinical psychology and the study of personality, voices have often been raised to argue that much more of what really matters in psychology can be learned from the in-depth study of one person than from averages of personsâ€”the idiographic versus the nomothetic approaches, to use the terms Gordon Allport borrowed from Wilhelm Windelband (see Hilgard, 1987). The philosophical underpinnings of the in-depth study of individuals can be found in phenomenology, which began in Europe after World War I (see Husserl, 1970).

Phenomenology is a philosophical position opposed to logical positivism. Logical positivism argues that there is an objective reality to be known. This is the philosophical position that traditionally underlies scientific efforts. Science is said to be able to uncover this objective or true reality because science uses experiments that anyone can observe or repeat to obtain the same results. Phenomenologists argue, however, that even these repeated observations are really private events in consciousness. You can never know whether what you mean by â€œgreenâ€� or â€œthe rat pressed the bar seven timesâ€� is what anyone else means by those words.

According to phenomenologists, science ought to be founded on the study of the filter through which all scientific data must comeâ€”human consciousness. Husserl sought to uncover through reflection the basic structures of consciousness, whatever is common to all human descriptions of a given experience. He hoped to â€œbracketâ€� the psychologistâ€™s own personal assumptions about the experience so that only the otherâ€™s experience was being considered. Later, the existential phenomenologists such as Heidegger focused on these essences as being inextricably bound up with our participation in experience. The essences are not in us alone, but a product of our being-in-the-world. No amount of reflection can bracket all of the effects of our habitual thinking about the world and the particular language we speak, which gives us the very words we have available for doing phenomenology.

More recently, we have seen an even broader spectrum of possible assumptions to be taken when analyzing data, from a continued faith in a discoverable reality to more postmodern thinkingâ€”â€œpostâ€� referring to after the loss of faith by some in a vision of inevitable human progress through a science based on logical positivism. These new views range from assuming there is a true reality but we will never know it completely to feeling all knowledge is socially constructed by those in powerâ€”lacking any basis in true realityâ€”and should be challenged for the sake of the powerless (Highlen & Finley, 1996).

Todayâ€™s main challenge to statistics comes from the strong revival of interest in â€œqualitativeâ€� research methods. There has been a growing concern among some psychologists that after 100 years of quantitative statistical research, psychology has yielded what they believe to be very little useful social knowledge (Jessor, 1996). Their hope is that carefully studying a few humans in context, as a whole, will do better.

Qualitative methods include case studies, ethnography, phenomenology, symbolic interactionism, systems studies, and â€œaction inquiryâ€� (Highlen & Finley, 1996). These methods were developed mainly in anthropology, where behaviorism and logical positivism never gained the hold that they did in psychology. Qualitative methods typically involve long interviews or observations of a few individuals, with the highly skilled researcher deciding as the event is taking place what is important to remember, record, and pursue through more questions or observations. According to this approach, the mind of the researcher is the main tool because only that mind can find the important relationships among the many categories of events arising in the respondentâ€™s speech.

Phenomenological psychology is a good example of an alternative to quantitative research, one that has been in use for 30 years. It leads to a detailed account of an experience, which we can presume is being shared by others like the individual studied. Evidence for its usefulness comes from research by Hein and Austin (2001) that compared two methods to study a single individualâ€™s experience, the experience of trying to balance work and family life. One method (used by Hein in this research) was empirical phenomenology, the most common form of phenomenological research. It tries to reflect on actual events described in the interview, sometimes tabulates data from the interview, states the steps that led to its findings so others can replicate them, and stresses rigor over creativity, although still recognizing that the researcher has to some degree interpreted or participated in shaping the results.

The other method (used by Austin in this research) was hermeneutical phenomenology, which makes no attempt to describe a systematic method or to bracket the researcherâ€™s experience. Rather, it seeks to use the researcherâ€™s personal exploration of the experience through interviews, reading, studying art work about the experience, and living it, all in order to arrive at one view of the phenomenon, a deep uncovering, which the reader can then continue.

When Hein and Austin (2001) compared what each had learned using their respective methods, they found it was highly similar, an encouraging sign that phenomenological psychologists can indeed â€œreveal meaning despite ... the difficulties associated with interpreting meaningâ€� (p. 3).

Some psychologists (e.g., Kenny, 1995; McCracken, 1988) argue that quantitative and qualitative methods can and should complement each other. We should first discover the important categories through a qualitative approach, then determine their incidence and relationships in the larger population through quantitative methods. Too often, these psychologists argue, quantitative researchers jump to conclusions about the important categories without first exploring the human experience of them through free-response interviews or observations.

Finally, we want to mention the quite different thoughts of psychiatrist Carl Jung on what he called the â€œstatistical mood.â€� As the Jungian analyst Marie Louise von Franz (1979) expressed it, we are in the statistical mood when we walk down a street and observe the hundreds of blank faces and begin to feel diminished. We feel just one of the crowd, ordinary. Or when we are in love, we feel that the other person is unique and wonderful. Yet in a statistical mood, we realize that the other person is ordinary, like many others.

von Franz points out, however, that if some catastrophe were to happen, each person would respond uniquely. There is at least as much irregularity to life as ordinariness.

The fact that this table does not levitate, but remains where it is, is only because the billions and billions and billions of electrons which constitute the table tend statistically to behave like that. But each electron in itself could do something else (p. IVâ€“17).

Jung did not cherish individual uniqueness just to be romantic about it, however. He held that the important contributions to culture tend to come from people thinking at least a little independently or creatively, and their independence is damaged by this statistical mood.

The statistical mood is damaging to love and life, according to von Franz. To counteract it, â€œAn act of loyalty is required towards oneâ€™s own feelingsâ€� (p. IV-18). Feeling â€œmakes your life and your relationships and deeds feel unique and gives them a definite valueâ€� (pp. IV-18â€“IV-19). In particular, feeling the importance of our single action makes immoral actsâ€”war and killing, for exampleâ€”less possible. We cannot count the dead as numbers but must treat them as persons with emotions and purposes, like ourselves.

In short, there have always been good reasons for limiting our statistical thinking to its appropriate domains and leaving our heart free to rule in others.
Box 2-2. Gender, Ethnicity, and Math Performance 

From time to time, someone tries to argue that because some groups of people score better on math tests and make careers out of mathematics, this means that these groups have some genetic advantage in math (or statistics). Other groups are said or implied to be innately inferior at math. The issue comes up about gender and also racial and ethnic groups, and of course in arguments about overall intelligence as well as math. Thereâ€™s no evidence for such genetic differences that cannot be refuted (a must-see article: Block, 1995). But the stereotypes persist.

The impact of these stereotypes has been well established in research by Steele (1997) and his colleagues, who have done numerous studies on what they call â€œstereotype threat,â€� which occurs when a negative stereotype about a group you belong to becomes relevant to you because of the situation you are in, such as taking a math test, and provides an explanation for how you will behave. A typical experiment creating stereotype threat (Spencer et al., 1999) involved women taking a difficult math test. Half were told that men generally do better on the test and the other half that women generally do equally well. When told that women do worse, the women did indeed score substantially lower. In the other condition there was no difference. (In fact, in two separate studies men performed a little worse when they were told there was no gender difference, as if they had lost some of their confidence.)

The same results occur when African Americans are given parts of the Graduate Record Examâ€”they do fine on the test when they are told no racial differences in the scores have been found, and do worse when they are told such differences have been found (Steele, 1997).

These results certainly argue against there being any inherent differences in ability in these groups. But that is nothing new. Many lines of research indicate that prejudices, not genetics, are the probable cause of differences in test scores between groups. For example, the same difference of 15 IQ points between a dominant and minority group has been found all over the world, even when there is no genetic difference between the groups, and in cases where opportunities for a group have changed, as when they emigrate, differences have rapidly disappeared (Block, 1995).

If groups such as women and African Americans are not inherently inferior in any area of intellectual endeavor, but perform worse on tests, what might be the reasons? The usual explanation is that they have internalized the â€œdominantâ€� groupâ€™s prejudices; however, Steele thinks the problem might not be so internal, but instead has to do with the situation. The stigmatized groups perform worse when they know that is what is expectedâ€”when they experience the threat of being stereotyped.

Of course in Steeleâ€™s studies everyone tested had roughly the same initial educational background so that they knew the answers under the nonthreatening condition. Under the threatening condition, there is evidence that they try even harder. Too hard. And become anxious. Just as often, however, members of groups expected to do poorly simply stop caring about how they do. They disidentify with the whole goal of doing well in math, for example. They avoid the subject or take easy classes and just shrug off any low grades.

What Can You Do for Yourself?
So, do you feel you belong to a group that is expected to do worse at math? (This includes white males who feel they are among the â€œmath dumbbells.â€�) What can you do to get out from under the shadow of â€œstereotype threatâ€� as you take this course?

First, care about learning statistics. Donâ€™t discount it to save your self-esteem and separate yourself from the rest of the class. Fight for your right to know this subject. What a triumph for those who hold the prejudice if you give up. Consider these words, from the former president of the Mathematics Association of America:

The paradox of our times is that as mathematics becomes increasingly powerful, only the powerful seem to benefit from it. The ability to think mathematicallyâ€”broadly interpretedâ€”is absolutely crucial to advancement in virtually every career. Confidence in dealing with data, skepticism in analyzing arguments, persistence in penetrating complex problems, and literacy in communicating about technical matters are the enabling arts offered by the new mathematical sciences (Steen, 1987, p. xviii).

Second, once you care about succeeding at statistics, realize you are going to be affected by stereotype threat. Think of it as a stereotype-induced form of test anxiety and work on it that wayâ€”see Box 1-2.

Third, in yourself, root the effects of that stereotype out as much as you can. It takes some effort. Thatâ€™s why we are spending time on it here. Research on stereotypes shows that they can be activated without our awareness (Fiske, 1998) even when we are otherwise low in prejudice or a member of the stereotyped group. To keep from being prejudiced about ourselves or others, we have to consciously resist stereotypes. So, to avoid unconsciously handicapping yourself in this course, as those in Steeleâ€™s experiments probably did, you must make an active effort. You must consciously dismantle the stereotype and think about its falsehood.

Some Points to Think About
· Women: Every bit of evidence for thinking that men are genetically better at math can and has been well disputed. For example, yes, the very top performers tend to be male, but the differences are slight, and the lowest performers are not more likely to be female, as would probably be the case if there were a genetic difference. But Tobias (1982) cites numerous studies providing non-genetic explanations for why women might not make it to the very top in math. For example, in a study of students identified by a math talent search, it was found that few parents arranged for their daughters to be coached before the talent exams. Sons were almost invariably coached. In another study, parents of mathematically gifted girls were not even aware of their daughtersâ€™ abilities, whereas parents of boys invariably were. In general, girls tend to avoid higher math classes, according to Tobias, because parents, peers, and even teachers often advise them against pursuing too much math. So, even though women are earning more PhDs in math than ever before, it is not surprising that math is the field with the highest dropout rate for women. For more information on women in math, see the website of the Association for Women in Mathematics: http://www.awm-math.org. 

· We checked the grades in our own introductory statistics classes and simply found no reliable difference for gender. More generally, Schram (1996) analyzed results of 13 independent studies of performance in college statistics classes and found an overall average difference of almost exactly zero (the slight direction of difference favored females). It has never even occurred to us to look for racial or ethnic differences, as they are so obviously not present. 

· Persons of color: Keep in mind that only 7 percent of the genetic variation in humans is among races (Block, 1995). Mostly, we are all the same. 

· Associate with people who have a positive attitude about you and your group. Watch for subtle signs of prejudice and reject it. For example, Steele found that the grades of African Americans in a large midwestern university rose substantially when they were enrolled in a transition-to-college program emphasizing that they were the cream of the crop and much was expected of them, while African American students at the same school who were enrolled in a â€œremedial program for minoritiesâ€� received considerable attention, but their grades improved very little and many more of them dropped out of school. Steele argues that the very idea of a remedial program exposed those students to a subtle stereotype threat. 

· Work hard during this course. If you are stuck, get help. If you work at it, you can do it. This is not about genetics. Think about a study cited by Tobias (1995) comparing students in Asia and the United States on an international mathematics test. The U.S. students were thoroughly outperformed, but more important was why: Interviews revealed that Asian students saw math as an ability fairly equally distributed among people and thought that differences in performance were due to hard work. U.S. students thought some people are just born better at math, so hard work matters little. 

In short, our cultureâ€™s belief that â€œmath just comes naturally to some peopleâ€� is false and harmful. It especially harms students who hear it early in their career with numbers and believe it explains their difficulties, when their real problem is due to gender or racial stereotypes or difficulty with English. But once you vow to undo the harm done to you, you can overcome effects of prejudice. Doing well in this course may even be more satisfying for you than for others. And it will certainly be a fine thing that you have modeled that achievement for others in your group.

Central Tendency and Variability in Research Articles

The mean and the standard deviation are very commonly reported in research articles. However, the mode, median, and variance are only occasionally reported. Sometimes the mean and standard deviation are included in the text of an article. For our dreams example, the researcher might write, â€œThe mean number of dreams in the last week for the 10 students was 6.0 (SD = 2.57).â€� Means and standard deviations are also often listed in tables, especially if a study includes several groups or several different variables. For example, Misra and Castillo (2004) conducted a study comparing the academic stress experienced by American and international students at two universities in the United States. The students completed questionnaire measures that asked how often they experience each of five sources of â€œacademic stressorsâ€�: change, conflict, frustration, pressure, and self-imposed. The students also indicated how often they use each of four types of reactions to academic stressors: emotional, cognitive, behavioral, and physiological. All of the measures used a 5-point scale from 1 = never to 5 = most of the time.Table 2-4 (reproduced from Misra & Castilloâ€™s [2004] article) shows the means and standard deviations for each type of academic stressor and each type of reaction to stressors, separated out for male and female American and international students. As noted at the bottom of the table, the standard deviations are the numbers in the parentheses (a common approach in such tables). As you can see, the table provides a useful summary of the descriptive results of the study.

Table 2-4 Mean Academic Stressors and Reactions to Stressors by Gender and Status

	Variable
	American Students
	International Students

	
	Males
	Females
	Total
	Males
	Females
	Total

	Stressor

	· Change 
	2.61 (0.72)
	2.60 (0.72)
	2.60 (0.72)
	2.53 (1.21)
	2.64 (1.01)
	2.59 (1.10)

	· Conflict 
	3.14 (0.59)
	3.06 (0.62)
	3.08 (0.61)
	2.75 (0.71)
	2.52 (0.71)
	2.64 (0.74)

	· Frustration 
	2.71 (0.49)
	2.72 (0.53)
	2.72 (0.52)
	2.60 (0.67)
	2.44 (0.62)
	2.51 (0.64)

	· Pressure 
	3.61 (0.65)
	3.68 (0.60)
	3.66 (0.62)
	3.16 (0.79)
	3.34 (0.86)
	3.26 (0.83)

	· Self-imposed 
	3.62 (0.52)
	3.77 (0.55)
	3.72 (0.55)
	2.93 (0.79)
	3.02 (0.74)
	2.98 (0.76)

	Reaction

	· Emotional 
	2.73 (0.91)
	2.90 (1.08)
	2.86 (1.04)
	2.53 (0.86)
	2.82 (0.95)
	2.68 (0.93)

	· Cognitive 
	2.77 (1.01)
	2.92 (0.97)
	2.88 (0.98)
	3.28 (1.11)
	3.13 (1.07)
	3.21 (1.10)

	· Behavioral 
	2.00 (0.65)
	2.12 (0.72)
	2.09 (0.71)
	1.59 (0.51)
	1.81 (0.48)
	1.71 (0.50)

	· Physiological 
	1.81 (0.59)
	2.07 (0.75)
	2.00 (0.72)
	1.86 (0.57)
	2.07 (0.49)
	1.97 (0.53)

	Note: Standard deviations are in parentheses. Academic stressors and reactions to stressors: 1 = never, 5 = most of the time.


Table 2-5 (reproduced from Table 7 in Norcross et al., 1996) is a particularly interesting example. The table shows the application and enrolment statistics for psychology doctoral programs, broken down by area of psychology and year (1973, 1979, and 1992). The table does not give standard deviations, but it does give both means and medians. For example, in 1992 the mean number of applicants to doctoral counseling psychology programs was 120.2, but the median was only 110. This suggests that there were some programs with very high numbers of applicants that skewed the distribution. In fact, you can see from the table that for almost every kind of program, and for both applications and enrollments, the means are typically higher than the medians. (You may also be struck by just how competitive it was to get into doctoral programs in many areas of psychology. This is at least equally true today. However, it is our experience that one of the factors that makes a lot of difference is doing well in statistics courses!)

Table 2-5 Application and Enrollment Statistics by Area and Year: Doctoral Programs

	Program
	Applications
	Enrollments

	
	N of programs
	M
	Mdn
	M
	Mdn

	
	1973a
	1979a
	1992
	1973a
	1979a
	1992
	1973a
	1979a
	1992
	1992
	1992

	Clinical
	105
	130
	225
	314.4
	252.6
	191.1
	290
	234
	168
	12.0
	8

	Cognitive
	Â 
	Â 
	47
	Â 
	Â 
	24.6
	Â 
	Â 
	22
	2.6
	2

	Community
	4
	2
	5
	90.5
	Â 
	24.4
	60
	Â 
	23
	3.2
	2

	Counseling
	29
	43
	62
	133.4
	90.9
	120.2
	120
	84
	110
	7.3
	6

	Developmental
	56
	72
	97
	54.1
	38.9
	27.6
	41
	30
	24
	2.8
	2

	Educational
	23
	28
	30
	67.8
	39.7
	20.0
	34
	26
	12
	6.0
	4

	Experimental and general
	118
	127
	78
	56.2
	33.2
	31.3
	42
	25
	26
	4.4
	3

	Health
	Â 
	Â 
	7
	Â 
	Â 
	40.7
	Â 
	Â 
	30
	4.4
	5

	Industrial/organizational
	20
	25
	49
	39.9
	54.7
	66.2
	37
	48
	70
	4.9
	4

	Personality
	23
	15
	10
	42.5
	24.7
	12.3
	33
	17
	6
	1.0
	1

	Perception/psychophysics
	Â 
	Â 
	15
	Â 
	Â 
	8.3
	Â 
	Â 
	6
	1.4
	1

	Physiological/biopsychology
	40
	43
	76
	33.2
	29.3
	20.0
	29
	24
	20
	3.9
	2

	School
	30
	39
	56
	78.5
	54.0
	31.3
	53
	34
	32
	5.4
	5

	Social
	58
	72
	59
	46.7
	30.9
	47.1
	40
	24
	37
	3.3
	3

	Other
	47
	37
	273
	61.6
	74.1
	26.6
	27
	25
	15
	3.3
	2

	Total
	566
	645
	1,089
	106.1
	85.2
	69.4
	Â 
	Â 
	31
	5.6
	4

	Note: The academic years correspond to the 1975â€“1976, 1981â€“1982, and 1994 editions of Graduate Study in Psychology, respectively.


aData are from Stoup and Benjamin (1982).

Summary

1. The mean is the most commonly used measure of central tendency of a distribution of scores. The mean is the ordinary averageâ€”the sum of the scores divided by the number of scores. In symbols, M = (SX)/N. 

2. Other, less commonly used ways of describing the central tendency of a distribution of scores are the mode (the most common single value) and the median (the value of the middle score when all the scores are lined up from lowest to highest). 

3. The variability of a group of scores can be described by the variance and the standard deviation. 

4. The variance is the average of the squared deviation of each score from the mean. In symbols, SD2 = S(X â€“ M)2/N. The sum of squared deviations, S(X â€“ M)2, is also symbolized as SS. Thus SD2 = SS/N. 

5. The standard deviation is the square root of the variance. In symbols, [image: image39.png]sD = \/SD?



. It is approximately the average amount that scores differ from the mean. 

6. There have always been a few psychologists who have warned against statistical methodology because in the process of creating averages, knowledge about the individual case is lost. 

7. Means and standard deviations are often given in research articles in the text or in tables. 

Key Terms

· central tendency 

· mean (M) 

· S(sum of) 

· N (number of scores) 

· mode 

· median 

· outlier 

· variance (SD2) 

· deviation score 

· squared deviation score 

· sum of squared deviations (sum of squares) (SS) 

· standard deviation (SD) 

· computational formula 

· definitional formula 

Example Worked-Out Problems

Figuring the Mean
Find the mean for the following scores: 8, 6, 6, 9, 6, 5, 6, 2.

Answer
You can figure the mean using the formula or the steps.

· Using the formula: M = (SX)/N = 48/8 = 6. 

· Using the steps: 

1. [image: image40.png]


Add up all the scores. 8 + 6 + 6 + 9 + 6 + 5 + 6 + 2 = 48. 

2. [image: image41.png]


Divide this sum by the number of scores. 48/8 = 6. 

Finding the Median
Find the median for the following scores: 1, 7, 4, 2, 3, 6, 2, 9, 7.

Answer
1. [image: image42.png]


Line up all the scores from lowest to highest. 1, 2, 2, 3, 4, 6, 7, 7, 9. 

2. [image: image43.png]


Figure how many scores there are to the middle score by adding 1 to the number of scores and dividing by 2. There are 9 scores, so the middle score is the result of adding 1 to 9 and then dividing by 2, which is 5. The middle score is the fifth score. 

3. [image: image44.png]


Count up to the middle score or scores. The fifth score from the bottom is a 4, so the median is 4. 

Figuring the Sum of Squares and the Variance
Find the sum of squares and the variance for the following scores: 8, 6, 6, 9, 6, 5, 6, 2. (These are the same scores used above for the mean. M = 6.)

Answer
You can figure the sum of squares and the variance using the formulas or the steps.

· Using the formulas: 




SD2 = SS/N = 30/8 = 3.75

Table 2-6 shows the figuring, using the following steps:

1. [image: image46.png]


Subtract the mean from each score. 

2. [image: image47.png]


Square each of these deviation scores. 

3. [image: image48.png]


Add up the squared deviation scores. This gives the sum of squares (SS). 

4. [image: image49.png]


Divide the sum of squared deviations by the number of scores. This gives the variance (SD2). 

Table 2-6 Figuring for Example Worked-Out Problem for the Sum of Squares and Variance Using Steps

	Â 
	Â 
	[image: image50.png]



	[image: image51.png]




	Score
	Mean
	Deviation
	Squared Deviation

	8
	6
	2
	4

	6
	6
	0
	0

	6
	6
	0
	0

	9
	6
	3
	9

	6
	6
	0
	0

	5
	6
	â€“1
	1

	6
	6
	0
	0

	2
	6
	â€“4
	16

	Â 
	Â 
	Â 
	S = SS = 30 [image: image52.png]




	[image: image53.png]


Variance = 30/8 = 3.75


Figuring the Standard Deviation
Find the standard deviation for the following scores: 8, 6, 6, 9, 6, 5, 6, 2. (These are the same scores used above for the mean, sum of squares, and variance. SD2 = 3.75.)

Answer
You can figure the standard deviation using the formula or the steps.

· Using the formula: [image: image54.png]SD

SD-

\V3.75

1.94




· Using the steps: 

1. [image: image55.png]


Figure the variance. The variance (from above) is 3.75. 

2. [image: image56.png]


Take the square root. The square root of 3.75 is 1.94. 

Practice Problems

These problems involve figuring. Most real-life statistics problems are done on a computer with special statistical software. Even if you have such software, do these problems by hand to ingrain the method in your mind. To learn how to use a computer to solve statistics problems like those in this chapter, refer to the Using SPSS section at the end of this chapter and the Studentâ€™s Study Guide and SPSS Workbook that accompanies this text.

All data are fictional unless an actual citation is given.

For answers to Set I problems, see pp. 677â€“708.

Set I
	1.
	For the following scores, find the (a) mean, (b) median, (c) sum of squared deviations, (d) variance, and (e) standard deviation: 
32, 28, 24, 28, 28, 31, 35, 29, 26


	2.
	For the following scores, find the (a) mean, (b) median, (c) sum of squared deviations, (d) variance, and (e) standard deviation: 
6, 1, 4, 2, 3, 4, 6, 6


	3.
	For the following scores, find the (a) mean, (b) median, (c) sum of squared deviations, (d) variance, and (e) standard deviation: 
2.13, 6.01, 3.33, 5.78


	4.
	Here are the noon temperatures (in degrees Celsius) in a particular Canadian city on December 26 for the 10 years from 1996 through 2005: â€“5, â€“4, â€“1, â€“1, 0, â€“8, â€“5, â€“9, â€“13, and â€“24. Describe the typical temperature and the amount of variation to a person who has never had a course in statistics. Give three ways of describing the representative temperature and two ways of describing its variation, explaining the differences and how you figured each. (You will learn more if you try to write your own answer first, before reading our answer at the back of the book.)


	5.
	A researcher is studying the amygdala (a part of the brain involved in emotion). Six participants in a particular fMRI (brain scan) study are measured for the increase in activation of their amygdala while they are viewing pictures of violent scenes. The activation increases are .43, .32, .64, .21, .29, and .51. Figure the (a) mean and (b) standard deviation for these six activation increases. (c) Explain what you have done and what the results mean to a person who has never had a course in statistics.


	6.
	Describe and explain the location of the mean, mode, and median for a normal curve.


	7.
	A researcher studied the number of anxiety attacks recounted over a two-week period by 30 people in psychotherapy for an anxiety disorder. In an article describing the results of the study, the researcher reports: â€œThe mean number of anxiety attacks was 6.84 (SD = 3.18).â€� Explain these results to a person who has never had a course in statistics.


	8.
	In a study by Gonzaga et al. (2001), romantic couples answered questions about how much they loved their partner and also were videotaped while revealing something about themselves to their partner. The videotapes were later rated by trained judges for various signs of affiliation. Table 2-7 (reproduced from their Table 2) shows some of the results. Explain to a person who has never had a course in statistics the results for self-reported love for the partner and for the number of seconds â€œleaning toward the partner.â€�

Table 2-7 Mean Levels of Emotions and Cue Display in Study 1

Indicator

Women (n = 60)

Men (n = 60)

M
SD
M
SD
Emotion reports

· Self-reported love 

5.02

2.16

5.11

2.08

· Partner-estimated love 

4.85

2.13

4.58

2.20

Affiliation-cue display

Â 

Â 

Â 

Â 

· Affirmative head nods 

1.28

2.89

1.21

1.91

· Duchenne smiles 

4.45

5.24

5.78

5.59

· Leaning toward partner 

32.27

20.36

31.36

21.08

· Gesticulation 

0.13

0.40

0.25

0.77

Note: Emotions are rated on a scale of 0 (none) to 8 (extreme). Cue displays are shown as mean seconds displayed per 60 s.




Set II
	9.
	(a) Describe and explain the difference between the mean, median, and mode. (b) Make up an example (not in the book or in your lectures) in which the median would be the preferred measure of central tendency.


	10.
	(a) Describe the variance and standard deviation. (b) Explain why the standard deviation is more often used as a descriptive statistic than the variance.


	11.
	For the following scores, find the (a) mean, (b) median, (c) sum of squared deviations, (d) variance, and (e) standard deviation:

2, 2, 0, 5, 1, 4, 1, 3, 0, 0, 1, 4, 4, 0, 1, 4, 3, 4, 2, 1, 0


	12.
	For the following scores, find the (a) mean, (b) median, (c) sum of squared deviations, (d) variance, and (e) standard deviation:

1,112; 1,245; 1,361; 1,372; 1,472


	13.
	For the following scores, find the (a) mean, (b) median, (c) sum of squared deviations, (d) variance, and (e) standard deviation:

3.0, 3.4, 2.6, 3.3, 3.5, 3.2


	14.
	For the following scores, find the (a) mean, (b) median, (c) sum of squared deviations, (d) variance, and (e) standard deviation:

8, â€“5, 7, â€“0, 5


	15.
	Make up three sets of scores: (a) one with the mean greater than the median, (b) one with the median and the mean the same, and (c) one with the mode greater than the median. (Each made-up set of scores should include at least 5 scores.)


	16.
	A psychologist interested in political behavior measured the square footage of the desks in the official office of four U.S. governors and of four chief executive officers (CEOs) of major U.S. corporations. The figures for the governors were 44, 36, 52, and 40 square feet. The figures for the CEOs were 32, 60, 48, and 36 square feet. (a) Figure the mean and standard deviation for the governors and for the CEOs. (b) Explain what you have done to a person who has never had a course in statistics. (c) Note the ways in which the means and standard deviations differ, and speculate on the possible meaning of these differences, presuming that they are representative of U.S. governors and large corporationsâ€™ CEOs in general.


	17.
	A developmental psychologist studies the number of words seven infants have learned at a particular age. The numbers are 10, 12, 8, 0, 3, 40, and 18. Figure the (a) mean, (b) median, and (c) standard deviation for the number of words learned by these seven infants. (d) Explain what you have done and what the results mean to a person who has never had a course in statistics.


	18.
	Describe and explain the location of the mean, mode, and median of a distribution of scores that is strongly skewed to the left.


	19.
	You figure the variance of a distribution of scores to be â€“4.26. Explain why your answer cannot be correct.


	20.
	A study involves measuring the number of days absent from work for 216 employees of a large company during the preceding year. As part of the results, the researcher reports, â€œThe number of days absent during the preceding year (M = 9.21; SD = 7.34) was ....â€� Explain what is written in parentheses to a person who has never had a course in statistics.


	21.
	Payne (2001) gave participants a computerized task in which they first see a face and then a picture of either a gun or a tool. The task was to press one button if it was a tool and a different one if it was a gun. Unknown to the participants while they were doing the study, the faces served as a â€œprimeâ€� (something that starts you thinking a particular way) and half the time were of a black person and half the time of a white person. Table 2-8 shows the means and standard deviations for reaction times (time to decide if the picture is of a gun or a tool) after either a black or white prime. (In Experiment 2, participants were told to decide as fast as possible.) Explain the results to a person who has never had a course in statistics. (Be sure to explain some specific numbers as well as the general principle of the mean and standard deviation.)

Table 2-8 Mean Reaction Times (in Milliseconds) in Identifying Guns and Tools in Experiments 1 and 2

Target

Prime

Black

White

M
SD
M
SD
Experiment 1

Â 

Â 

Â 

Â 

· Gun 

423

64

441

73

· Tool 

454

57

446

60

Experiment 2

Â 

Â 

Â 

Â 

· Gun 

299

28

295

31

· Tool 

307

29

304

29




Using SPSS

The [image: image57.png]


in the steps below indicates a mouse click. (We used SPSS version 12.0 to carry out these analyses. The steps and output may be slightly different for other versions of SPSS.)

Finding the Mean, Mode, and Median
1. [image: image58.png]


Enter the scores from your distribution in one column of the data window. 

2. [image: image59.png]




 INCLUDEPICTURE "https://ecampus.phoenix.edu/content/lcmsimagehandler/.lcmsimage?assetid=4b7eb740-a3ad-4eb0-9805-90c58f00b7e4&itemfile=mouse.gif" \* MERGEFORMATINET [image: image60.png]


Analyze. 

3. [image: image61.png]
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Descriptive statistics. 

4. [image: image63.png]
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Frequencies. 

5. [image: image65.png]
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on the variable for which you want to find the mean, mode, and median, and then [image: image67.png]


the arrow. 

6. [image: image68.png]
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Statistics. 

7. [image: image70.png]
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Mean, [image: image72.png]


Median, [image: image73.png]


Mode, [image: image74.png]


Continue. 

8. [image: image75.png]


Optional: To instruct SPSS not to produce a frequency table, [image: image76.png]


the box labeled Display frequency tables (this unchecks the box). 

9. [image: image77.png]
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OK. 

Practice the steps above by finding the mean, mode, and median for the number of dreams example at the start of the chapter. Your output window should look like Figure 2-14. (If you instructed SPSS not to show the frequency table, your output will only show the mean, median, and mode.)

Figure 2-14 Using SPSS to find the mean, median, and mode for the number of dreams example.




Finding the Variance and Standard Deviation
As we mentioned earlier in the chapter, most calculators and computer softwareâ€”including SPSSâ€”calculate the variance and standard deviation using a formula that involves dividing by N â€“ 1 instead of N. So, if you request the variance and standard deviation directly from SPSS (for example, by clicking variance and std. deviation in Step [image: image80.png]


above), the answers provided by SPSS will be different than the answers in this chapter.4 The steps below show you how to use SPSS to figure the variance and standard deviation using the dividing by N method you learned in this chapter. It is easier to learn these steps using actual numbers, so we will use the number of dreams example again.

1. [image: image81.png]


Enter the scores from your distribution in one column of the data window (the scores are 7, 8, 8, 7, 3, 1, 6, 9, 3, 8). We will call this variable â€œdreams.â€� 

2. [image: image82.png]


Find the mean of the scores by following the steps shown above for Finding the Mean, Mode, and Median. The mean of the dreams variable is 6. 

3. [image: image83.png]


You are now going to create a new variable that shows each scoreâ€™s squared deviation from the mean. [image: image84.png]


Transform, [image: image85.png]


Compute. You can call the new variable any name that you want, but we will call it â€œsqdevâ€� (for â€œsquared deviationâ€�). So, write sqdev in the box labeled Target Variable. You are now going to tell SPSS how to figure this new variable called sqdev. In the box labeled Numeric Expression, write (dreams â€“ 6) * (dreams â€“ 6). (The asterisk is how you show multiplication in SPSS.) As you can see, this formula takes each scoreâ€™s deviation score and multiplies it by itself to give the squared deviation score. Your Compute Variable window should look like Figure 2-15. [image: image86.png]


OK. You will see that a new variable called sqdev has been added to the data window (see Figure 2-16). The scores are the squared deviations of each score from the mean. 

Figure 2-15 SPSS compute variable window for Step [image: image87.png]


of finding the variance and standard deviation for the number of dreams example.




Figure 2-16 SPSS data window after Step [image: image89.png]


of finding the variance and standard deviation for the number of dreams example.



4. [image: image91.png]


As you learned in this chapter, the variance is figured by dividing the sum of the squared deviations by the number of scores. This is the same as taking the mean of the squared deviation scores. So, to find the variance of the dreams scores, follow the steps shown earlier to find the mean of the sqdev variable. This comes out to 6.60, so the variance of the dreams scores is 6.60. 

5. [image: image92.png]


To find the standard deviation, use a calculator to find the square root of 6.60, which is 2.57. 

If you were conducting an actual research study, you would most likely request the variance and standard deviation directly from SPSS. However, for our purpose in this chapter (describing the variation in a group of scores), the steps we outlined above are entirely appropriate.

Notes

1In more formal, mathematical statistics writing, the symbols can be more complex. This complexity allows formulas to handle intricate situations without confusion. However, in books on statistics for psychologists, even fairly advanced texts, the symbols are kept simple. The simpler form rarely creates ambiguities in the kinds of statistical formulas psychologists use.

2This section focuses on the variance and standard deviation as indicators of spread, or variability. There is also another way to describe the spread of a group of scores, the rangeâ€”the highest score minus the lowest score. Suppose that in a particular class the oldest student is 39 years of age and the youngest student is 19; the range is 20 (that is, 39 â€“ 19 = 20). Psychology researchers rarely use the range because it is such an imprecise way to describe the spread. It is imprecise because it does not take into account how clumped together the scores are within the range.

3Why donâ€™t statisticians just use the deviation scores themselves, make all deviations positive, and use the average of these? In fact, the average of the deviation scores (treating all deviations as positive) has a formal nameâ€”the average deviation or mean deviation. This procedure was actually used in the past, and some psychologists have raised the issue again, noting some subtle advantages of the average deviation (Catanzaro & Taylor, 1996). However, the average deviation does not work out very well as part of more complicated statistical procedures. In part, this is because it is hard to do algebraic manipulations with a formula that ignores the signs of some of its numbers.

A deeper reason for using the squared approach is that it gives more influence to large deviations (squaring a deviation of 4 gives a squared deviation of 16; squaring a deviation of 8 gives a squared deviation of 64). As you learn in later chapters, deviation scores often represent â€œerrorsâ€�: The mean is expected, and deviations from it are errors or discrepancies from what is expected. Thus, using squared deviations has the effect of â€œpenalizingâ€� large errors to a greater extent than small errors.

4Note that if you request the variance from SPSS, you can convert it to the variance as we figure it in this chapter by multiplying the variance from SPSS by N â€“ 1 (that is, the number of scores minus 1) and then dividing the result by N (the number of scores). Taking the square root of the resulting value will give you the standard deviation (using the formula you learned in this chapter). We use a slightly longer approach to figuring the variance and standard deviation in order to show you how to create new variables in SPSS.
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Chapter 2 Instructions

Practice Problem 11, 12, 13, 16, & 21

Due Week 3 Day 7 (Monday)

Follow the instructions below to submit your answers for Chapter 2 Practice Problem 11, 12, 13 16, & 21.

1. Save Chapter 2 Instructions to your computer.

2. Type your answers beside the appropriate symbol below.

3. Resave this form.

4. Attach the resaved form to your reply when you turn-in your work in your Individual forum.

Below is an explanation of the symbols in Chapter 2.

M = Mean

Mdn. = Median

SS = Sum of Squared Deviations

SD2 = Variance

SD = Standard Deviation

Read each question in your text book and then type your answers for Chapter 2 Practice Problem 11, 12, 13, & 16 in the corresponding spaces below.  Round your answers to 3 decimal places.
11.  M = 
       Mdn. = 
       SS = 
       SD2 = 
       SD = 
12.  M = 
       Mdn. = 
       SS = 
       SD2 = 
       SD = 
13.  M = 
       Mdn. = 
       SS = 
       SD2 = 
       SD = 
16a.  Governors
-
M =


SD = 

CEO’s
-
M =


SD = 
16b.  Explain your answer below:

16c.  Explain below how the means and standard deviations differ:

21. Explain your answer below: 
_1313311925.unknown

_1313311926.unknown

_1313311923.unknown

_1313311924.unknown

_1313311920.unknown

