[image: image1.jpg]efinition 3.6.1: A context-free grammar G = (V,%, R, S) is said to be in
Chomsky normal form if R C (V-5)x V2,

In other words, the right-hand side of a rule in a context-free grammar
Chomsky normal form must have length two. Notice that no grammar in
‘Chomsky normal form would be able to produce strings of length less than two,
such as a, b, or e; therefore, context-free languages containing such strings cannot
be generated by grammars in Chomsky normal form. However, the next result
States that this is the only loss of generality that comes with Chomsky normal
form:

Theorem 3.6.2: For any context-free grammar G there is a context-free gram-
mar G' in Chomsky normal form such that L(G') = L(G) - (S U{e}). Further-
more, the construction of G' can be carried out in time polynomial in the size of
iG.

In other words, G' generates exactly the strings that G does, with the
possible exception of strings of length less than two —since G is in Chomsky
normal form, we know that it cannot generate such strings.




[image: image2.jpg]where Ay,..., A,_» are new nonterminals, not used anywhere else in the gra
mar. Since the rule A — By B, ... B, can be simulated by the newly insel
rules, and this is the only way in which the newly added rules can be
it should be clear that the resulting context-free grammar is equivalent to th
original one. We repeat this for each long rule of the grammar. The resulting
grammar is equivalent to the original one, and has rules with right-hand sids
of length two or less.

Example 3.6.1: Let us take the grammar generating the set of balanced paren
theses, with rules S — SS,S — (S),S — e. There is only one long
S = (S). It is replaced by the two rules S — (S; and ) — 5).&

We must next take on the e-rules. To this end, we first determine the sel
of erasable nonterminals

E={AeV-T:4"¢},

that is, the set of all nonterminals that may derive the empty string. This s
done by a simple closure calculation:

E=0
while there is a rule A = a with a € £* and
A¢Edoadd Ato&.

Once we have the set £, we delete from G all e-rules, and repeat the follow:
ing: For each rule of the form A — BC or A — CB with B € £ and C € V, Wt
add to the grammar the rule A = C. Any derivation in the original gra
can be simulated in the new, and vice versa —with one exception: e cannot b
derived in the language any longer, since we may have omitted the rule S — ¢
during this step. Fortunately, the statement of the Theorem allows for th
exclusion.

Example 3.6.1 (continued): Let us continue from the grammar with rules
85858, S—=+(5, S1—+8), S-e

_We start by computing the set € of vanishing nonterminals: Initially £ =
then & = {S}, because of the rule S — e; and this is the final value of £. We
omit from the grammar the e-rules (of which there is only one, S — ¢), and a
variants of all rules with an occurrence of S, with that occurrence omitted. The
new set of rules is

5585, S5-(S5, Si—28), =8 S
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The rule 8 = § was added because of the rule S — SS with S € &; it is of
conrse useless and can be omitted. The rule §; —) was added because of the
le ) — S) with S € &.

For example, the derivation in the original grammar

S=85=5(5)=80=()

now simulated by
S= (S

omitting the S = SS part, since the first S would be eventually erased— and

ally
Si=0

sing the S; =) rule to anticipate the erasing of the S in the rule S; = 5).¢

Our grammar now has only rules whose right-hand sides have length one
uid two. We must next get rid of the short rules, those with right-hand sides
ith length one. We accomplish this as follows: For each A € V we compute,
\gain by a simple closure algorithm, the set D(A) of symbols that can be derived
yom A in the grammar, D(A) = {B € V : A =" B}, as follows:

D(A) := {A}
while there is a rule B = C with B € D(A) and
C ¢ D(A) do add C to D(A).

Notice that for all symbols A, A € D(A); and if a is a terminal, then
D(a) = {a}.

In our third and final step of the transformation of our grammar to one in
homsky normal form, we omit all short rules from the grammar, and we replace
ch rule of the form A — BC with all possible rules of the form A —» B'C’
dhere B' € D(B) and C' € D(C). Such a rule simulates the effect of the original
ule A — BC, with the sequence of short rules that produce B' from B and C'
rom C. Finally, we add the rules § — BC for each rule A - BC such that
L€ D(S) - {S}.

Again, the resulting grammar is equivalent to the one before the omission
the short rules, since the effect of a short rule is simulated by “anticipating”
s use when the left-hand side first appears in the derivation (if the left-hand
lide is S, and thus it starts the derivation, the rules A - BC added in the last
of the construction suffice to guarantee equivalence). There is again only
fie exception: we may have removed a rule S — a, thus omitting the string
 from the language generated by G. Once again, fortunately this omission is
llowed by the statement of the theorem.
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Example 3.6.1 (continued): In our modified grammar with rules

585, §=(5, S$i1-8), Si-)
we have D(S1) = {S1,)}, and D(A) = {A} for all A € V — {S,}. We omit all
length-one rules, of which there is only one, S, —). The only nonterminal with
a nontrivial set D, Sy, appears on the right-hand side of only the second rule.

This rule is therefore replaced by the two rules S — (51,5 = (), corresponding
to the two elements of D(S;). The final grammar in Chomsky normal form is

5285, §=+(5, Si128), S-(.





