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In Exercises 1-16, compute the indicated matrices (if
possible).

14. DA — AD

In Exercises 1-10, find the inverse of the given matrix (if it
exists) using Theorem 3.8

42 0L 254 8128
& 4.|: ] .|: ]
[2 0] LE 0. ,8 025 08

In Exercises 48-63, use the Gauss-Jordan method to find the
inverse of the given matrix (if it exists).

4&[1 3} R
25 52.(1 =20 =1
205001
In Exercises 11 and 12, solve the given system using the

method of Example 3.25.

1. x—-xp=1
2w Fx=2



[image: image2.jpg]In Exercises 15-18, draw graphs corresponding to the given
linear systems. Determine geometrically whether each system
has a unique solution, infinitely many solutions, or no solu-

tion. Then solve each system algebraically to confirm your
answer.

16. x—2y=7

3x+ y=7
For Exercises 33-38, solve the linear systems in the given
exercises.

34, Exercise 28

28 26 +35— %=1

In Exercises 25-34, solve the given system of equations using
either Gaussian or Gauss-Jordan elimination.
25, x +26-35=9

- xmt+ x=0

G- ut u=4
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Proal Suppose that det A = ad ~ b0, Then

[2 L ey A m e o]

ai=de ~b+da) | 0 ad—bd
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= det A|
[—( a][: Vi

Since det A # 0, we can multiply both sides of each equation by 1/det A t0 obtais

and

[ O Bl 4
(e -0

[Note that we have used property (d) of Theorem 3.3.] Thus, the matrix

1 [ d —b]
detAl-c a

satisfies the definition of an inverse, so A is invertible. Since the inverse of Ais uniq:

by Theorem 3.6, we must have

d —b]
- a
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and the corresponding system of linear equations
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has no solution. (Why?)
If a = 0, then ad — bc = 0 implies that bc = 0, and therefore cither b or ¢

‘Thus, A s of the form
[r d] [0 d]

0 o]fw %] _Jo 0] _[1 0] . . 0 b
e oo [1 [ [0 9] [2 % s 2 ]

have an inverse. (Verify this.)
Consequently,if ad — be = 0, then A s not invertible.
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puted in Example 3.24. By Theorem 3.7, Ax = b hasthe unique solution x = A”'b,

Herewehaveb = [ 2

Lo
-6 ‘
o

Remark _ Solvinga lineatsystem Ax = b viax = A~'b would appear to be  good
‘method. Unfortunately except for 22 coefcient matrices and matrces with certain
special forms,t i almost always faster to use Gaussian or Gauss-Jordan cimination
o find the solution directly. (See Exercise 13, Furthermore, the technique of
Example 3.25 works only when the coeficient matrx i square and invertible, while
limination methods can alays b applied.

Pronerties of Invertible Matrices

“The following theorem records some of the most important properties of invertble
matrices.




