CB600
Game Theory V
13.  Multiattribute Decision Theory: The Analytic Hierarchy Process

In the problems we encountered so far, the decision-makers made a choice based on how each possible action affected a single variable (or attribute), namely their payoff.  However, in many situations, there are many attributes which must be taken into account.  Problems of this nature are called multiattribute decision problems.  For simplicity, we shall restrict ourselves to a single player only. 


In this module, we shall look only at the Analytic Hierarchy Process which can be used to find optimal decisions in multiattribute decision problems.  However, there are other applicable solution methods: three particularly important topics are multiattribute utility theory, goal programming and Pareto optimality.  (See Winston Ch. 14 for more details on these.) 
The Analytic Hierarchy Process (AHP), developed by Thomas L. Saaty, aim to help a decision-maker who has to choose between alternatives (strategies) on the basis of how well the alternatives meet various objectives.  For example, in choosing a job, objectives may be (1) salary, (2) quality of life in the city where the job is located, (3) interest in type of work and (4) distance of job location to family and friends.  In the following, we give an overview of this method. 

1.
Determine the weight wi of each objective i, with weights adding up to 1.  See later for a detailed explanation of this procedure. 

2.
Determine the score sji of each alternative j with respect to objective i.  This method will also be explained later in detail.  

3.
Determine the overall score of each alternative j as (i wi sji. 

Using this procedure, one can select the alternative with the highest overall score.  

Obtaining Weights for Each Objective

We now show how to calculate the weights wi needed in step 1 of the AHP.  For n alternatives we create an n(n matrix A, called the pairwise comparison matrix.  The entry aij indicates how much more important objective i is than objective j.  “Importance” is on an integer 1 to 9 scale, with 1 indicating objectives of equal importance while 9 indicating that one objective is a lot more important than the other.  Obviously aii = 1, and we also observe that aji = 1/aij.  
In our example, let the pairwise comparison matrix be 
[image: image1.wmf]ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

1

2

/

1

2

4

/

1

2

1

2

2

/

1

2

/

1

2

/

1

1

5

/

1

4

2

5

1

.

To find the weights of each objective, we use the following procedure. 

1.
Divide each entry in column j of A by the sum of the entries in column j.  Doing this for every column of A gives a new matrix Anorm with the sum of entries in each column being 1. 


In our example, Anorm = 
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2.
Let wi be the average of entries in row i of Anorm. 


In our example, w1 = .5115, w2 = .0986, w3 = .2433 and w4 = .1466.

We note that this is in reality only an approximation of the weight given to objective i.  However, wi proves to be a good approximation in practice.  

Checking for Consistency

There is also a procedure to determine whether the pairwise comparison matrix is consistent, i.e. whether the decision-maker’s comparisons are consistent with each other. 

1.
Multiply A by [w1, w2, ... , wn]T.   

In our example, AwT = [2.0775, 0.3959, 0.9894, 0.5933]T.
2.
Divide the ith entry in the resulting matrix (vector) by wi for all i. 

3.
Calculate the average of the matrix (vector) thus gained to get dmax.  

In our example, dmax = 4.05.

4.
Calculate the consistency index (CI) as CI = (dmax-n)/(n-1), where n is the number of alternatives.  In our example, CI = 0.017. 
5.
Divide CI by RI, the random index.  RI is tabulated for values of n as follows: RI(2) = 0, RI(3) = 0.58, RI(4) = 0.90, RI(5) = 1.12, ...

If the value of CI is sufficiently small, then the decision-maker’s comparisons are probably consistent enough to give useful estimates of the weights for their objective function.  If CI/RI < 0.1, the degree of consistency is deemed to be satisfactory.  

Finding the Score of an Alternative for an Objective

Now we show how to calculate the scores sji for each alternative j with respect to objective i, as is needed in step 2 of the AHP.  Similarly to the pairwise comparison matrix for objectives, we can create pairwise comparison matrices Bi for alternatives.  For each objective i, we create a matrix Bi showing the decision-maker’s preferences for alternatives with respect to objective i.  The entry bij in matrix Bk indicates how much more preferable alternative i is to alternative j, with respect to objective k.  
Let B1, the comparison matrix for salary be 
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 for the three jobs on offer. 
We follow a similar procedure to the one of calculating the weights in order to calculate the scores.  

1.
Divide each entry in column j of Bi by the sum of entries in column j.  Doing this for every column of Bi gives a new matrix Binorm. 

2.
Let sji be the average of entries in row j of Binorm.  

In our example, we get s11 = .571, s21 = .286 and s31 = .143. 

Having found the values sji we can use them in conjunction with the weights wi to find which alternative is the most preferred one overall.  We also note that the consistency of the pairwise comparison matrices for alternatives can be established in a similar manner to that show above for the matrix for objectives.  

Final calculations

Following the above procedure, we can summarise all weight and scores in a table such as the one below and find the overall scores for each job (i wi sji:

	objective
	weight
	job1
	job 2
	job 3

	salary 
	.5115
	.571
	.286
	.143

	quality of life
	.0986
	.159
	.252
	.589

	interest in work
	.2433
	.088
	.669
	.243

	nearness to family
	.1466
	.069
	.426
	.506

	overall score
	.339
	.396
	.265


Hence, the job-seeker should choose Job 2. 

For more information on this topic, see Winston (section 13.7). 
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