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      Game Theory

Game Theory III

7. Bimatrix Games

We have encountered various ways of solving constant-sum games in the previous sections.  Now we turn to the case where the sums of the pay-offs of the two players do not add up to a constant.  In this case, we cannot represent the pay-offs of the players using one matrix and we shall use two separate matrices for the two players.  Hence, finite two-player games are called bimatrix games.  These are more common in practice than matrix games, but are also more difficult to solve.  If a bimatrix game is constant-sum, then we can represent and solve it as a matrix game and so from now on we exclude this possibility.  

The most famous bimatrix game is the Prisoners’ Dilemma.  Two people are in prison, suspected of a bank robbery.  The prosecutor is convinced of their guilt but has not got enough evidence for a conviction.  She asks each of them to testify against the other.  If only one prisoner testifies, he is set free and the other one gets ten years.  If they both testify, they both get a reduced sentence of eight years.  If neither of them squeals then they both spend a year in prison for carrying a firearm without a permit.  This is not a constant-sum game because the sum of their prison sentences varies from 2 to 16.   

Consider the example of the two competing television networks from section 3 and modify it as follows.  The networks still have 10 million potential viewers between them but if both networks show the same genre, then 1 million of them will switch the telly off and listed to radio instead.  This then is not a constant-sum game because the sum of the payoffs is 10 million for some situations and 9 million for others. 

Just like matrix games, bimatrix games can be solved using either pure or mixed strategies.  Solutions in pure strategies may or may not exist, but a solution in mixed strategies is guaranteed to exist.  This guarantee is known as Nash’s Theorem.  Again, we do not prove this here.  In any case, we shall restrict our attention to pure strategies only. 

8. Solution of Bimatrix Games in Pure Strategies

The pure strategies solution, just like for matrix games, is based on the concept of an equilibrium point.  Let us denote the pay-off matrices of players 1 and 2 by A and B, and let their entries be aij (=P1(i,j)) and bij (=P2(i,j)) respectively.  Then k, l is a solution in pure strategies (or an equilibrium point) if akl ( ail for all i and bkl ( bkj for all j.  Just like for matrix games, no player can benefit from a unilateral change in strategy away from this point.  The value of the game is (akl, bkl).  In practical terms, this means that we find the largest values of each column of matrix A and the largest values of each row of matrix B.  If there are any points which are corresponding to these values in both matrices, then they represent a solution in pure strategies to the game.  If no such points exist, we have no solutions in pure strategies.  Note that solving matrix games in pure strategies can be viewed as a special case of solving bimatrix games in pure strategies.  


While solutions in pure strategies represent a possible solution concept, there are some serious drawbacks to this concept.  For certain games, payoffs in two equilibrium points may be completely different (see the game of “chicken” later on).  It may also be that the equilibrium point is not advantageous to both players and co-operation between the two players can result in better pay-offs for both of them than following their solutions in pure strategies (e.g. in the prisoner’s dilemma). 


Let us solve the Prisoner’s Dilemma using this concept.  The payoff matrices are given below.  (Note that the rewards are negative – the less time in prison the better.)

payoff of prisoner 1
prisoner 2

payoff of prisoner 2
prisoner 2


testify
be silent


testify
be silent

prisoner 1
testify
–8
0

prisoner 1
testify
–8
–10


be silent
–10
–1


be silent
0
–1

Thus, the equilibrium point implies that both prisoners should testify.  Neither players can benefit from a unilateral change from this strategy – but if they are able to cooperate, they can improve on this by making a pact of staying silent. 


Another example where cooperation can beat the pure strategies solution concerns the arms race between two nations.  Each of them can develop a new missile, costing 10 billion $.  If neither of them develop it or both of them do, the balance of power will maintain the peace.  If only one nation develops the missile, she will conquer the other.  The war will bring a revenue of 20 billion $ to the winning nation and a devastation of 100 billion $ to the losing one.  The pay-offs are shown below: 

payoff of nation 1
nation 2

payoff of nation 2
nation 2


develop
not


develop
not

nation 1
develop
–10
10

nation 1
develop
–10
–100


not
–100
0


not
10
0

The equilibrium point is for both nations to develop the missile.  Note that the two countries would be better off cooperating and not developing the missile but fear and mistrust of the other leads to an arms race.  


Let the payoff matrices for the two competing TV networks be as follows: 

payoff of network 1
network 2

payoff of network 2
network 2


west.
soap
com.


west.
soap
com.

net-work 1
western
3.0
1.5
6.0

net-work 1
western
6.0
8.5
4.0


soap
4.5
5.3
5.0


soap
5.5
3.7
5.0


comedy
3.8
1.4
6.5


comedy
6.2
8.6
2.5

The equilibrium point is for network 1 to show soap and network 2 to show western.  The value of this game is 4.5 to network 1 and 5.5 to network 2. 


The following game is known as “chicken” – don’t try this at home!  The two players are driving towards each other at speed.  The one to swerve is the “chicken” who lost his nerves.  The payoff function is pretty self-explanatory! 

payoff of driver 1
driver 2

payoff of driver 2
driver 2


swerve
drive on


swerve
drive on

driver 1
swerve
0
–1

driver 1
swerve
0
1


drive on
1
–100


drive on
–1
–100

(Of course, if players place no value on their lives then this is a zero-sum game.)  There are two equilibrium points: where one player swerves and the other does not.  However, this is of no use: the two equilibrium points give different pure strategies!  (Look back to section 3 and convince yourself that this cannot occur for matrix games.) 


Finally, an example with no solution in pure strategies.  Let the payoff matrices be 
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, respectively.  This game has no solution in pure strategies. 


For further details, see section 14.4 of Winston. 
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