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Game Theory

Game Theory IV

9.  Introduction to n-Person Game Theory


We have so far concentrated on two-person games; this section extends our study to games that may involve several players.  Such games are more intricate than two-person games, since they allow sets of players to form coalitions.  Thus, such games are sometimes also called co-operative games.  (Note that it is possible to have a co‑operative game involving only two players.)  If we do not allow co-operation between the players, then we can extend the pure and mixed solution concepts of the previous sections to n-person games.  Nash’s Theorem will still guarantee for such games the existence of a solution in mixed strategies.  However, there is no general algorithm to find such solutions.  Henceforth, we shall focus on co-operative games. 


Although n-person games can be formulated using the standard framework given in section 1, we may find the following concept of a characteristic function useful.  For each subset S of I (the set of players), the characteristic function v of a game gives the amount v(S) that the members of S can be sure of receiving if they act together and form a coalition.  We define v((}, the value of the empty set, to be zero. 


Assume that the prisoners in the prisoners’ dilemma game are able and willing to cooperate.  In this case the characteristic function of the game is 

v{(} = 0,  v(1) = v(2)  = –8,  v{1, 2} = –2

as by working together the players can achieve a combined reward of only two years in prison.  We can extend this game for three prisoners, the testimony of any one of which is sufficient to send the other two to jail.  Observe that all three of them need to cooperate to avoid lengthy prison sentences.  Hence, the characteristic function is

v{(} = 0,  v(1) = v(2) = v(3) = –8,  v(1, 2) = v(1, 3) = v(2, 3) = –16,  v{1, 2, 3} = –3.


Consider the following 3-player game.  Joe invented a new drug and can sell its formula to one of two companies.  That company will then split a million-dollar profit with Joe.  Let Joe be player 1 and the two companies players 2 and 3.  The characteristic function of this game is then (in million dollars) 

v{(} =  v(1) = v(2) = v(3) = v{2, 3} = 0,  v(1, 2) = v(1, 3) = v{1, 2, 3} = 1.


In another 3-player game, player 1 owns a piece of land worth £10000 and can sell it to player 2 or player 3.  Players 2 and 3 are developers who can increase the worth of the land to £20000 and £30000 respectively.  The characteristic function is

v(1) = 10000,  v(1, 2) = 20000,  v(1, 3) = v{1, 2, 3} = 30000,  otherwise  v{S} = 0.


Of course, we can have more than three players.  Consider the voting game.  Let I be a committee of n members and let the utility of passing a resolution to a set of players S be 1 (not passing it has utility 0).  The characteristic function of this game is

v{S} = 0 if (S(( n/2  and  v{S} = 1 if (S(> n/2.


For two subsets of players A and B, where A and B have no players in common, the characteristic function must satisfy v(A(B) ( v(A) + v(B).  This property of the characteristic function is known as superadditivity.  Clearly, there would be no point in forming coalitions is this property was not true!


Just like matrix and bimatrix games could be solved in terms of different solution concepts (namely pure and mixed strategies), so n-person games have also a number of different solution concepts.  However, they can all be expressed using a common notation, that of a reward vector.  A reward vector x = {x1, x2, ..., xn} is a vector such that player i receives a reward (or pay-off) xi.  This reward vector has to satisfy certain conditions of rationality as follows.

–  
Group rationality

v(I) = (i(I xi


(players are dividing the total reward v(I) between themselves)
–  
Individual rationality
xi ( v({i})
(for all i ( I) 


(everyone gets at least as much as they could get on their own)

If a reward vector satisfies the above conditions, it is called an imputation. 


In the next two sections, we shall look at two solution concepts for n-player games, namely the core and the Shapley value.  


For further information, see Winston (section 14.5). 

10.  The Core of an n-Person Game


Before defining the core, the concept of domination has to be understood.  We say that the imputation y = (y1, y2, ..., yn) dominates x through a coalition S, if         (i(S yi ( v(S) and for all i ( S, yi > xi.  Therefore y is attainable by members of S and would be preferred to x by them.  Then, following Neumann and Morgenstern, we define the core of an n-person game as the set of all undominated imputations.

However, instead of determining the core using this definition, we can rely on the following Theorem.  

An imputation x = {x1, x2, ..., xn} is in the core of an n‑person game if and only if for S ( I, (i(S xi ( v(S).

This means that the imputation x is undominated and is thus in the core, if and only if for every coalition S, the total of the rewards received by the players in S is at least as large as v(S).  Thus, by considering the set of inequalities defined by this theorem, together with the group rationality equation and the individual rationality inequalities, we can find the core.


Let us find the core of the games presented in the previous section. 

–
For the (2-person) prisoner’s dilemma,  –8 ( x1 ( 6,  x2 = –2–x1.  

–
For the drug game,  x1 = 1,  x2 = 0,  x3 = 0.

–
For the land development game,  20000 ( x1 ( 30000,  x2 = 0,  x3 = 30000–x1.

–
The core of the voting game is empty for n(3. 



We note that the above solution concept has the advantage of reflecting well the idea of coalitions (through the idea of domination), however in practice it has some disadvantages, such as:

–
the core may be empty, meaning that there is no solution;

–
it usually does not consist of a unique imputation, meaning that there may be an infinite number of solutions; and

– 
it is based on the characteristic function, i.e. there is no concept of “threat”.


For further information, see Winston (section 14.6). 

11.  The Shapley Value


This solution concept is based on the idea of players “adding value” to a coalition.  Shapley proposed a solution to co-operative games consisting of a reward vector x, given in the following Theorem.  

Given an n-person game with characteristic function v, there is a unique reward vector x = {x1, x2, ..., xn}, called the Shapley value solution, where the reward of the ith player (xi) is given by 

xi = (S, i(S  pn (S)[v(S({i})–v(S)]

where pn (S) = 
[image: image1.wmf]!

)!

1

(

!

n

 

-

S

n-

 

S

 

 and where 
[image: image2.wmf]S

 is the number of players in S.  


Although the formula above may seem complex, it has a simple interpretation.  Imagine that the players arrive in a random order to a “meeting place” to form coalitions.  If player i forms a coalition with the players who are already present when he/she arrives, he/she adds v(S({i})–v(S) to the coalition S.  The probability that when player i arrives the players present are the coalition S is pn(S).  Thus, the Shapley value solution concept implies that the reward of player i should be the expected amount that he/she adds to the coalition made up of the players who are present when he/she arrives.  We note that if n is reasonably small, an alternative – and much simpler – way of calculating the Shapley values is to use this observation.  For each possible way players can arrive we calculate the value added by each player.  Then we take the average value added by each player and this gives us the appropriate rewards xi.    

Let us calculate the Shapley values for the examples given in section 9.

–  For the prisoners’ dilemma,  x1 = x2 = –1 (2 players) or x1 = x2 = x3 = –1 (3 players).

–  For the drug game,  x1 = 2/3, x2 = x3 = 1/6.

–  For the land development game,  x1 = 21666,  x2 = 1666,  x3 = 6666. 

–  For the voting game (trivially),  xi = 1/n.


The advantages of the Shapley value solution concept are :

–
it always exists;

–
there is only one solution, i.e the solution consists of a unique imputation;

– 
it works in practice.

However, it has some disadvantages:

–
it is also based on the characteristic function and thus it has no “threat” concept;

–
it can be defeated by coalitions, meaning that actual coalitions may be able to achieve a higher value than the one given by the Shapley values.


For further information, see Winston (section 14.7). 

12.  Introduction to Hypergames


A fundamental assumption of noncooperative Game Theory is that although players do not know what the actions of the other players are, they do know both the set of strategies available to them and the payoffs they receive for each outcome. 


The hypergame model does not make this assumption.  This means that each player formulates the game as he/she sees it, and plays accordingly – but different players may perceive different games. 


Consider the arms race example of section 8 and assume that although both nations are peace-loving and would not attack the other, they believe the other nation wishes to attack them.  These are the payoff matrices as seen by nation 1.

payoff of nation 1
nation 2

payoff of nation 2
nation 2


develop
not


develop
not

nation 1
develop
–10
–10

nation 1
develop
–10
0


not
–100
0


not
10
0

These are the payoff matrices as seen by nation 2. 

payoff of nation 1
nation 2

payoff of nation 2
nation 2


develop
not


develop
not

nation 1
develop
–10
10

nation 1
develop
–10
–100


not
0
0


not
–10
0

So, there is no solution in pure strategies – the nations may still enter an arms race. 


We could extend the prisoners’ dilemma example to a hypergame.  Assume that one of the prisoners has a death threat against him.  He would prefer a long prison sentence since if he walks free now or in a year’s time he will be gunned down.  He hopes that after eight or ten years things will have cooled down and he will not be killed.  The other prisoner does not know about this. 


It may be that a player has a strategy the other does not know about.  What if in the TV networks example of section 3 one of the networks may schedule a reality show, while the other does not believe that this may happen? 


We could extend the prisoners’ dilemma example to such a hypergame.  Assume that the godfather of one of the prisoners promised him to spring him from prison if need be.  Whether or not he is sent to jail he can escape and flee with the booty to Rio!


For more information, see Chapters 12 and 13 of J. Rosenhead (ed.): Rational Analysis for a Problematic World! 


A similar extension to game theory is the metagame model.  We do not cover this here but Chapters 10 and 11 of J. Rosenhead (ed.): Rational Analysis for a Problematic World prove a good overview. 
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