SUMMARY OF PIAGET’S THEORY

According to Piaget, children are born with a few sensorimotor schemata, which

provide the framework for their initial interactions with the environment. The

child’s early experiences are determined by these sensorimotor schemata. In other

words, only those events that can be assimilated into these schemata can be responded

to by children, and they therefore set limits on their experience. Through

experience, however, these initial schemata are modified. Each experience contains

unique elements that the child’s cognitive structure must accommodate.

Through this interaction with the environment, the child’s cognitive structure

changes, allowing for an ever-growing number of experiences. This is a slow

process, however, because new schemata always evolve from those that existed previously.

In this way, intellectual growth that starts out with the child’s reflexive response

to the environment develops to the point where the child is able to ponder

potential events and to explore mentally probable outcomes.

Interiorization results in the development of operations that free children

from needing to deal directly with the environment by allowing them to deal with

symbolic manipulations. The development of operations (interiorized actions) provides

children with a highly complex means of dealing with the environment, and

they are therefore capable of more complex intellectual actions. Because their cognitive

structures are more articulated, so are their physical environments; in fact,

their cognitive structures can be said to construct the physical environment. It

should be remembered that the term intelligent is used by Piaget to describe all

adaptive activity. Thus, the behavior of a child grasping a rattle is as intelligent as an

older child solving a complex problem. The difference is in the cognitive structures

available to each child. According to Piaget, an intelligent act always tends to create

a balance between the organism and its environment under the existing circumstances.

The ever-present drive toward this balanced state is called equilibration.

Although intellectual development is continuous during childhood, Piaget

chose to refer to stages of intellectual development. He described four major stages:

(1) sensorimotor, in which children deal directly with the environment by utilizing

their innate reflexes; (2) preoperational, in which children begin rudimentary concept

formation; (3) concrete operations, in which children use interiorized actions

or thought to solve problems in their immediate experience; and (4) formal operations,

in which children can ponder completely hypothetical situations. Piaget’s theory had a significant effect on educational practice. Many educators

have attempted to formulate specific policies based on his theory (e.g., Athey

& Rubadeau, 1970; Furth, 1970; Ginsburg & Opper, 1979). Others have attempted

to develop an intelligence test in accordance with his theory (e.g., Goldschmid &

Bentler, 1968). Clearly Piaget’s theory opened new avenues of research that were

either unnoticed or ignored by those accepting an associationistic point of view. As

we noted in Chapter 2, one characteristic of a good scientific theory is that it is

heuristic, and Piaget’s theory is certainly that. In 1980, the year Piaget died, Jerome

Kagan paid him the following tribute:


Piaget uncovered a host of fascinating, handy phenomena which were under everyone’s


noses but which few were talented enough to see. The reliability of those discoveries


(the eight-month-old who is suddenly able to retrieve a hidden toy and the shift


at age 7 from a nonconserving to a conserving reply to the beakers of water) was so


consistent across cultures that they resembled demonstrations in a chemistry lecture


hall . . . few would question the conclusion that Piaget’s writings have been a primary


basis for the centrality of the cognitive sciences in contemporary psychology. . . . With


Freud, Piaget has been a seminal figure in the sciences of human development.


(pp. 245–246).
BOLLES’S THEORY OF LEARNING

Robert C. Bolles was born in Sacramento, California, in 1928, and he was schooled

at home until he was twelve years old. He earned his B.A. at Stanford University in

1948 and completed his M.A. in mathematics at Stanford one year later. He was

hired at the U.S. Naval Radiological Defense Laboratory near San Francisco,

California, where he met future graduate school colleague and lifelong friend, John

Garcia (discoverer of the Garcia effect), who was on leave from the doctoral program

in psychology at the University of California at Berkeley (Garcia, 1997). Bolles

soon joined Garcia in the psychology program at Berkeley where they both studied

under Tolman. It was during graduate school that Bolles and Lewis Petrinovich

conducted the early experiments that launched Bolles’s interests in evolutionary

learning theory (Bolles & Petrinovich, 1954; Petrinovich & Bolles, 1954). After

earning his Ph.D. in 1956, Bolles assumed brief faculty appointments at the University

of Pennsylvania and then at Princeton University. In 1959, he moved to Hollins

College, and in 1964, he joined the faculty at the University of Washington where

he remained until his death from a heart attack on April 8, 1994.

During his career, Bolles authored more

than 160 research articles and three influential

textbooks, including a text on learning theory.

He served as editor of Animal Learning and Behavior

from 1981 until 1984, and many of his

students have gone on to make important contributions

relating evolutionary processes to

learning (for example, see Bouton & Fanselow,

1997).

Major Theoretical Concepts

Expectancies For Bolles, learning involves

the development of expectancies. That

is, organisms learn that one kind of event reliably

precedes another event. We have already

seen in Chapter 7 that Bolles explained classical

conditioning as the learned expectancy

that, given one stimulus (CS), another stimulus

(US) will follow. In everyday life, seeing lightning

and expecting thunder exemplify this

kind of stimulus-stimulus, or S-S, expectancy.

Robert C. Bolles. (Courtesy of Robert C.

Bolles.)

426 CHAPTER 15

Whereas classical conditioning involves the development of S-S expectancies, operant

and instrumental conditioning involve the development of response-stimulus

or R-S expectancies (Bolles, 1972). For example, a rat learns to expect that if it

presses the bar in a Skinner box, food will follow. In everyday life, expecting to hear

the sound of a bell when a doorbell is pressed exemplifies an R-S expectancy. In discussing

R-S expectancies, it helps to think of the S as an outcome produced by the

response. Expectancy learning in Bolles’s theory does not require reinforcement.

In general, the temporal order and contiguity between two stimuli or between a response

and its consequence determine the nature of the learned expectancy: A

flash of lightning becomes a predictor for thunder, and pressing the button becomes

a predictor for doorbell chimes—not the other way around (Staddon, 1988). Thus,

we might call Bolles a “directional” contiguity theorist.

Innate Predispositions Bolles’s emphasis on expectancies shows the influence

of Tolman (see Chapter 12). However, there were important differences between

the two theorists. Whereas Tolman concentrated almost exclusively on learned S-S

and R-S expectancies, Bolles emphasized innate S-S and R-S expectancies in his

analysis of behavior, and it was his emphases on innate S-S and R-S expectancies

that aligned him with other psychologists interested in evolutionary explanations

of behavior. An example of an innate S-S relationship is when a young infant

displays fear of a loud noise, suggesting that the infant expects a dangerous event

to follow. Innate R-S expectancies are exemplified by the stereotyped behavior in

which many species of animals engage in the presence of food, water, danger, and

other biologically significant objects or events.

According to Domjan (1997), the flaw in traditional, empirical learning theories,

such as those developed by Thorndike, Watson, Skinner, and Hull, is an assumption

known as the empirical principle of equipotentiality (not to be confused

with Karl Lashley’s Law of Equipotentiality). The empirical principle of equipotentiality

states that the laws of learning “apply equally to any type of stimulus and any

type of response” (p. 32). Thus, the empirical principle of equipotentiality led researchers

to study learning in a given species without consideration of the evolutionary

history of that species. Furthermore, it was incorrectly assumed that learning

phenomena observed in one species, rats for example, could be generalized to

most, if not all, other species. In addition, when members of a species did not learn

to perform a response under specified conditions, the disappointing outcome was

attributed to equipment dysfunction or experimenter error, or it was disregarded as

unexplainable “noise.”

In contrast to the assumption of equipotentiality, Bolles (1988) stated

I argue that there is much to be gained by assuming that there is some structure to

the events an animal learns about, and that there is a corresponding structure in

the organism that does the learning. . . .The way for an organism to succeed is to be

able to learn what needs to be learned. This involves not the random learning ability

of the empiricist, but the genetically programmed learning ability of the nativist.

(p. 5)

Later, we see how evolutionary psychology, which emphasizes innate, rather

than learned, S-S and R-S expectancies, helps clarify many anomalies discovered

during early research in learning. We have already seen one example of this in

Chapter 5 where we discussed “the misbehavior of organisms.”

Motivation Restricts Response Flexibility Some theorists that we have covered

minimized or denied the role of motivation in the learning process (e.g., Guthrie

and Tolman). Other theorists (e.g., Hull) placed great importance on the motivational

state of the organism. Clearly, Bolles was in the latter camp. For him, motivation

and learning were inseparable. However, in Bolles’s approach, one must

know both the motivational state of the organism and what the organism does

naturally in that motivational state. According to Bolles (1979, 1988), while an organism

may be somewhat flexible with respect to the S-S expectancies that it

learns, R-S expectancies are more limited because motivation produces response

bias. That is, an animal will have great difficulty learning a behavior that conflicts

with a behavior that occurs naturally in the situation. For example, it will not

learn escape-related behaviors in order to gain access to food, nor will it learn

appetitive (approach) behaviors in order to escape from a painful or dangerous

stimulus.

The Niche Argument Bolles (1988) argued that an understanding of learning

must be accompanied by an understanding of the evolutionary history of the organism.

He stated that

animals have an obligation, an imperative, to learn this and to not learn that depending

on their niche and how they fit into the overall scheme of things. We should expect

some kinds of experience to be reflected in learning, and some not.. . . A learning

task which violates an animal’s a priori biological commitments to its niche, can be expected

to produce anomalous behavior. A learning task which capitalizes on an animal’s

a priori predisposition to behave in certain ways is likely to be a glowing success.

That is the niche argument. (pp. 12–13)

Other evolutionary psychologists expand on the niche argument with the

idea of the Environment of Evolutionary Adaptedness (EEA), a term that refers to

the environment, both social and physical, in which a specific adaptation appeared

(Bowlby, 1969; Tooby & Cosmides, 1990). These authors and others (e.g., Sherman

& Reeve, 1997) emphasize the ideas that the EEA is not simply a prehistorical time

period or place that existed during the development of a species. Rather, it is a

combination of environmental and social factors that existed during a given time

period, and it leaves open the possibility that different adaptations in a species may

have had different EEAs. Furthermore, returning to the idea that evolution does

not guarantee progress, they point out that today’s organisms experience selection

pressures that may be different than those that existed in a specific EEA. There are

occasions when behaviors shaped by evolutionary influences are maladaptive in

contemporary environments.
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