Tutorial: Correlation, Causality, Linear Correlation Coefficient and Coefficient of Determination
Definition: A correlation exists between two variables when one of them is related to the other in some way.  
Note:  Correlation does not mean causality.  To say that one variable is correlated to another variable is not to say that the first variable is the cause of the second variable.  It merely means that there is a relation between them. See the “Correlation and Causality” comments at the end of this tutorial.
R is called the “Linear Correlation Coefficient”. R measures the intensity of the correlation between the two variables. The variables are more strongly correlated the closer R is to +1 or to -1. [These statements are qualitative because we do not present a way to measure what “strong” means.  This is done in an inferential statistics course.]
R =1 means that there is a perfect positive (means a rising trendline) correlation between the two variables, that is, the trendline passes through every point. 
R = -1 means that there is a perfect negative (means a falling trendline) correlation between the two variables, that is, the trendline passes through every point.

As R moves away from +1 toward 0, the positive correlation between the two variables weakens.

As R moves away from -1 toward 0, the negative correlation between the two variables weakens.  
R = 0 means that there is no linear correlation between x and y.  
Example: Suppose the variable y is correlated to the variable x with R = .8754 and that the variable y is correlated to the variable z with R = .6643. Is y “better” correlated to x or to z? The values of the two correlation coefficients tell us that y is better correlated to x than to z.
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R

 is called the “Coefficient of Determination”. 
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R

measures what percentage of the total variation in the y - variable can be explained by the x - variable by the linear relation between x and y as described by the trendline equation.
Example: if
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R

= 0.6988, this means that about 69.9% of the total variation in y can be explained by the linear relationship between x and y as described by the trendline equation.  This means that 30.1% of the total variation in y remains unexplained by x. This residual variation is due to one, or more, other factors and perhaps to random fluctuations.

Example: Suppose the variable y is correlated to the variable x with 
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R

 = .8754 and that the variable y is correlated to the variable z with 
[image: image5.wmf]2

R

 = .6643. Which variable, x or z, does a better job of predicting y? It is the x-variable because it explains away more of the variation than the z variable does.
Correlation and Causality Comments

Just because two variables are highly correlated does not mean that one causes the other. In statistical terms, we say that correlation does not imply causation. There are many good examples of correlation that are nonsensical when interpreted in terms of causation. 

· Ice cream sales and the number of shark attacks on swimmers are highly correlated. 

· Skirt lengths and stock prices are highly correlated (as stock prices went up, skirt lengths got shorter). 

· The number of cavities in elementary school children and children’s vocabulary size have a strong correlation. 

High correlation between variables X and Y can indicate any one of three different phenomena: 

1. Genuine causation: Changes in X cause changes in Y. For example, football weekends cause heavier traffic, more food sales, etc.

2. Common response: Both X and Y respond to changes in some unobserved variable. All three of our examples are examples of common response. 

· Ice cream sales and shark attacks both increase during summer. 

· The number of cavities and children's vocabulary both increase with a child's age. 

3. Confounding: The effect of X on Y is hopelessly mixed up with the effects of other explanatory variables on Y. For example, if we are studying the effects of Tylenol on reducing pain, and we give a group of pain-sufferers Tylenol and record how much their pain is reduced, we are confounding the effect of giving them Tylenol with giving them some kind of pill. Many people report a reduction in pain by simply being given a sugar pill with no medication in it at all. This is called the placebo effect. To establish causation, a scientifically designed double-blind experiment must be run, in which neither the patients nor those evaluating their responses know which pills are genuine and which are placebos. 

            (The above comments were adapted from Jan Lethen)
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