2) Let X1,X2,…,Xn be a random sample from the distribution that has p.d.f.

          [image: image1.emf]
a) Now, let X(1),…,X(n) to be the order statistics of X1,…,Xn. Define a set of new r.v, Yi = (n-i+1)(X(i)-X(i-1)), i = 1, …, n, where X0 = 0. Show that Y1,…,Yn are i.i.d. as exponential distribution with parameter 1/σ.

[Hint: the joint p.d.f. of order statistics is g(x(1),…,x(n)) = [image: image2.emf]]

b) Now, define S1 = X(1) and S2 = [image: image3.emf]. Then, [image: image4.emf]are independent. In addition, [image: image5.emf]has a exponential distribution. Exp(1), and [image: image6.emf]has a Chi-Square distribution with a degree of freedom (2n-2).

I. Also, Construct a (1-α)% Confidence interval for σ based on S2.

II. We would like to construct a (1-α)% CI for μ based on the ratio of S1 and S2. F-distribution can be used. That is

[image: image7.emf]
Determine a and b, degrees of freedom of F distribution.
III. According to the equivalence of confidence interval and testing, F-test can be used for testing [image: image8.emf]when σ is unknown. Show that the F-test based on the result in I&II is the likelihood ration test.

