1) Let X1,X2,…,Xn be a random sample from the distribution that has p.d.f.
          [image: image1.emf]
a) Suppose that σ = 1. Then, X1, X2,…, Xn be i.i.d. with p.d.f f(x|μ) = exp{-(x-μ)}, μ < x <∞. Since [image: image2.emf], we have [image: image3.emf] The Cramer-Rao inequality would seem to indicate that if W is any unbiased estimator of μ, Varμ(W) ≥ [image: image4.emf]
As a first guess, consider the sufficient statistic X(1) = min(X1,…,Xn), the smallest order statistic. Based on X(1), consider an unbiased estimator W, and calculate its variance. Does the Cramer-Rao inequality hold in this case? If it does not hold, we can conclude that the information inequality is not correct? What is wrong with this argument?
b) Suppose that μ = 0. Find out the M.L.E. [image: image5.emf]of σ. What is the asymptotic distribution of [image: image6.emf]?
c) Suppose that μ = 0. We would like to test the following one-sided hypothesis about σ. [image: image7.emf]
Construct a UMP test of the hypothesis at the level of significance α0.
d) Suppose that σ = 1. We would like to test the following one-sided hypothesis about μ. [image: image8.emf]. Construct a UMP test of the hypothesis at the level of significance α0.
