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CAUTIONS WHEN USING REGRESSION

Computers easily perform statistical estimating techniques but ofien do not provide the
necessary warnings. We conclude this section by providing several cautionary comments.
A relation achieved in a regression analysis does not imply a causal relation; that is, a
correlation between two variables does not imply that changes in one will cause changes
in the other. An assertion of causality must be based on either a priori knowledge or some
analysis other than a regression analysis.

Users of regression analysis should be wary of drawing too many inferences from the
results unless they are familiar with such statistieal estimation problems as multicollinearity
autocorrelation, and heteroscedasticity and how to deal with them. Statistics books deal with
these statistical estimation problems.

Briefly, multicollinearity refers to the problem caused in multiple linear regression
(more than one independent variable) when the independent variables are not
independent of each other but are correlated. When severe multicollinearity oceurs, the
regression coefficients are unreliable. For example, direct labor hours worked during
a month are likely o be highly correlated with direct labor costs during the month,
even when wage rates change over time. If both direct labor hours and direct labor
costs are used in a multiple linear regression, we would expect to have a problem of
‘multicollinearity

Autocorrelation problems arie when the data represent observations over time.
Autocorrelation oceurs when a linear regression is fit to data where a nonlinear mlation
exists between the dependent and independent variables. In such a case, the deviation of
one observation from the fitted line can be predicted from the deviation of the prior

observation(s). For example, if demand for a product is seasonal and production is also
seasonal, a month of large total costs will more likely follow another month of large total
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Solutions to Self-Study Problems

costs than a month of small total costs. In such a case, we would have autocorrelation in the
deviations of the data points from a fitted straight linc
Autocorrelation affects the estimates of standard errors of the regression estimates, and.

therefore it affects the r-statistics. If autocorrelation exists, the estimates of standard errors
‘may be understated and the r-statistics may be overstated in the regression output,

“Heteroscedastcity refers to the phenomenon that oceurs when the average deviation of
the dependent variable from the best-itting linear relation s systematically larger in one
part of the range of independent variable(s) than in others. For example, if the firm uses
less-relizble equipment and employs less-skilled labor in months of large total production,
varation in total costs during months of arge total production is likely to be greater than in
‘months of small total production. Heteroscedasticity affects the reliability of the estimates
of standard errors of the regression coefficients (and therefore affects the reliabilty of the
Estatistics).

SOLUTIONS TO SELF-STUDY PROBLEMS

SUGGESTED SOLUTION TO PROBLEM 5.1 FOR SELF-STUDY
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‘This appendix expands the discussion in the text to help you understand and interpret
regression outpu.

STANDARD ERRORS OF THE COEFFICIENTS AND T-STATISTICS

‘The standard errors of the coefficients give an idea of the confidence we can have in the fixed
and variable cost coefficients. The smaller the standard error relative to its coefficient, the
‘more precise the estimate. (Stich computational precision does not necessarily indicate that
the estimating procedure s theoretically correet, however.)

‘The ratio between an estimated regression coefficient and its standard error is known as
the t-value or -stafistic. If the absolute value of the r-statistc is approximately 2 or larger,
we can be relatively confident that the actual coefficient differs from zero. T

Ifa variable cost cocfficient has a small r-statistic, we may conclude that lttle, if any,
relation exists between this particular activity (or independent variable) and changes in
costs. Ifa fixed cost coefficient has a small r-statistic, we may conclude that these costs have
lttk, if any, fixed cost component (which we would expect for operating room supplies or
direct materials in manufacturing, for example).

M
The R attomnts to measure how well the line fitsthe data (that ic. how clossly the data
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APPENDIX 5.2: Interpreting Regression Analysis Output

‘This appendix expands the discussion in the text to help you understand and interpret
regression outpu.

STANDARD ERRORS OF THE COEFFICIENTS AND T-STATISTICS

‘The standard errors of the coefficients give an idea of the confidence we can have in the fixed
and variable cost coefficients. The smaller the standard error relative to its coefficient, the
‘more precise the estimate. (Stich computational precision does not necessarily indicate that
the estimating procedure is theoretically correct, however.)

‘The ratio between an estimated regression coefficient and its standard error is known as
the t-value or -statistic. If the absolute value of the r-statistc is approximately 2 or larger,
we can be relatively confident that the actual coefficient differs from zero. T

If a variable cost coefficient has a small -tatistic, we may conclude that little, if any,
relation exists between this particular activity (or independent variable) and changes in
costs. Ifa fixed cost coefficient has a small r-statistic, we may conclude that these costs have
little, if any, fixed cost component (which we would expect for operating room supplies or

direct materials in manufacturing, for example).

M
‘The R? attempts to measure how well the line fits the data (that is, how closely the data
points cluster about the fitted line). If all the data points were on the same straight line,
the R would be 1.00—a perfect fit. If the data points formed a circle or disk, the R
would be zero, indicating that no line passing through the center of the circle or disk
fits the data better than any other. Technically, &2 is a measure of the fraction of the
total variance of the dependent variable about its mean that the fitted line explains.
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An R of 1 means that the regression explains all of the variances an A of zero means
that it explains none of the variance. R is sometimes known as the “coefficient of
determination.”

Many users of statistcal regression analysis believe that a low A indicates a weak
relation between total costs (dependent varable) and the activity base. (independent
variable). A low standard error or high f-statisti) for the extimated variable cost coefficent
Signals whether or not the actvity base performs well as an explanatory variable for total
costs. With a large number of data observations. both low A and significant regresson
Coeficients can oceur. Extibit 5,13 lusrates ths possbility

CAUTIONS WHEN USING REGRESSION

Computers easily perform statistical estimating techniques but ofien do not provide the
necessary warnings. We conclude this section by providing several cautionary comments.
A relation achieved in a regression analysis does not imply a causal relation; that is, a
correlation between two variables does not imply that changes in one will cause changes
in the other. An assertion of causality must be based on either a priori knowledge or some
analysis other than a regression analysis.

Jsers of regression analysis should be wary of drawing too many inferences from the
results unless they are familiar with such statistieal estimation problems as multicollineariy,
autocorrelation, and heteroscedasticity and how to deal with them. Statistics books deal with
these statistical estimation problems.

Briefly, multicollinearity refers to the problem caused in multiple linear regression
(more than one independent variable) when the independent variables are not
independent of each other but are correlated. When severe multicollinearity occurs, the
regression coefficients are unreliable. For example, direct labor hours worked during
a month are likely o be highly correlated with direct labor costs during the month,
even when wage rates change over time. If both direct labor hours and direct labor
costs are used in a multiple linear regression, we would expect o have a problem of
‘multicollinearity

Autocorrelation problems arie when the data represent observations over time.
Autocorrelation oceurs when a linear regression is fit to data where a nonlinear mlation
exists between the dependent and independent variables. In such a case, the deviation of
one observation from the fitted line can be predicted from the deviation of the prior
observation(s). For example, if demand for a product is seasonal and production is also
seasonal, a month of large total costs will more likely follow another month of large total
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