Question 4 

Birth weight is important because infant mortality rates and birth defect rates are higher for low birth weight babies. Thus question examines a dataset relating low birth weight to several potential explanatory variables. The data for this question were collected at Baystate Medical Center, Springfield, Massachusetts in 1986.

[Source: Hosmer, D.W. and Lemeshow, S. (1989) Applied Logistic Regression, New York, Wiley.]

In the data file, lowbw.gsh, the first column (low) is an indicator that a baby has a low birth weight, scored 1 if the birth weight is less than 2.5kg and 0 otherwise. The other columns contain the following variables.

                   age:           Mother’s age in years

                   lwt:           Mother’s weight in pounds at last menstrual period

                   smoke:      Smoking status during pregnancy (1 = yes, 0 = no)

                   ptl:            Number of previous premature labors

                   ht:             History of hypertension (1 = yes, 0 = no)

                   ui:             Presence of uterine irritability (1 = yes, 0 = no)

                   ftv:            Number of physician visits during the first trimester

(a) Perform an initial exploratory analysis of these data, and answer the following questions. Why is a scatter plot matrix of limited value for exploring these data? How strongly are the individual explanatory variables related to the response variable? Comment on the signs of the correlations between the explanatory variables and response variable, and describe what a negative value means.



[5]

(b) Explanatory variables smoke, ht and ui each have two categories which have no intrinsic order. Why is it not essential to treat these variables as factors or to replace them by indicator variables? Fit the logistic regression model using all seven of the explanatory variables, and use the regression deviances to test the null hypothesis that all the variables, when used together, contain no explanatory power for the low birth weight indicator.

[5]

(c)                         

(i) From a perusal of the regression coefficients given as output by the analysis in part (b), along with the t values, say which variables you think might be contributing towards the explanatory power identified in part (b). Give two reasons why it is not appropriate to place too much firm reliance on conclusions from these t values. Use GENSTAT to carry out an automatic stepwise logistic regression beginning with the model in part (b) which used all seven explanatory variables. Did this end up with the variables you identified from the t values?


[8]

(ii) Now carry out s stepwise analysis commenting with the null model, and confirm that this leads to a different final result. Comment on the similarities and differences between the model obtained in part (c)(i) and the model obtained here. If you had to choose one model for predictive purposes, which would you choose? Without performing any tests, give a reason for your choice.


[7]

Question 4
(a)
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A scatterplt matrix is of limited values because all the variables are discrete with only a few values. The scatterplots do not reveal easily interpreted relationship. None of the correlations is very high. In particular, no individual explanatory variable seems to correlate highly with low.
Age, ftv and lwt are negatively correlated with low. Since low is scored 0 for high and 1 for low, this means that increasing age of mother is associated with increasing birth weight, more physician visits are associated with greater birth weight, and greater weight at last menstrual period is associated with greater birth weight.

The output is as follows:

The deviance (Regression) of 25.9 needs to be compared with the 
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distribution on d.f. (Regression)=7 degrees of freedom.

We find, from 

                        PRINT chusisquare(25.9;7)

That the SP is 0.0005248. There seems to be strong evidence of a regression effect here, i.e. that not all 
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s are zero.
(c) (i) 
Using the rule of thumb that ‘significant’ t values are those greater than 2 in absolute value (but recalling that this argument may rather be dubious) shows that only explanatory variable ht (t=2.72) and lwt (t=-2.17) seems especially important.

Stepwise Logistic Regression Output as follows:



The stepwise regression leaves a model with 3 explanatory variables, namely ht,lwt and ui. 
This seems fairly reasonable given what we identified earlier from the t values. The regressopn deviance of this model is 18.1 (on 3 d.f.), hence gives a SP of 0.0004194. So there is weak evidence in favour of the new model.

Absolute t values above 2 equals the coefficients for ht and lwt, suggesting that these might be important in the predictive model.
Two reasons why do not place too much firm reliance on conclusion from these t values are that:

· The coefficient for lwt, though it may be significant, is pretty small.

· Some of the other variables have quite large t values and that the above two are not huge.

(ii)

Commencing from a null model, the stepwise output is as follows:


Again, the stepwise regression leaves a model with 3 explanatory variables but this time, one of the variables is different, namely ptl. The other two variables ht and lwt remains.

So the null model is preferred as the ht,lwt and ptl model has slightly greater regression deviance on same d.f.

Regression analysis


 


	Response variate:	 low


	Binomial totals:	 1


	Distribution:	 Binomial


	Link function:	 Logit


	Fitted terms:	 Constant, age, ftv, ht, lwt, ptl, smoke, ui


 Summary of analysis


 


			mean	deviance	 approx


Source	d.f.	deviance	deviance	ratio	chi pr


Regression	 7	 25.9	 3.703	 3.70	<.001


Residual	 181	 208.8	 1.153	 	 


Total	 188	 234.7	 1.248	 	 


 


Dispersion parameter is fixed at 1.00.


*Message: deviance ratios are based on dispersion parameter with value 1.


*Message: the error variance does not appear to be constant; 


                  large responses are more variable than small responses.


*Message: the following units have high leverage.


	Unit	Response	Leverage


	69	 0.00	 0.140


	93	 0.00	 0.172


	106	 0.00	 0.121


	133	 1.00	 0.151


	151	 1.00	 0.126


	167	 1.00	 0.123


	181	 1.00	 0.118


	189	 1.00	 0.127


  


Estimates of parameters


 


	 	 	 	 	 antilog of


Parameter	estimate	s.e.	t(*)	t pr.	estimate


Constant	 1.39	 1.09	 1.28	 0.201	 4.017


age	 -0.0432	 0.0353	 -1.22	 0.221	 0.9577


ftv	 0.023	 0.173	 0.14	 0.892	 1.024


ht	 1.873	 0.689	 2.72	 0.007	 6.508


lwt	 -0.01437	 0.00663	 -2.17	 0.030	 0.9857


ptl	 0.594	 0.347	 1.71	 0.087	 1.812


smoke	 0.554	 0.344	 1.61	 0.107	 1.740


ui	 0.739	 0.456	 1.62	 0.105	 2.094


 


*Message: s.e.s are based on dispersion parameter with value 1.
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*** Step 1: Residual mean deviances ***


 


       1.147    Dropping ftv


       1.153    No change


       1.155    Dropping age


       1.161    Dropping ui


       1.161    Dropping smoke


       1.164    Dropping ptl


       1.176    Dropping lwt


       1.190    Dropping ht


 


 Chosen action: Dropping ftv


 


*** Step 2: Residual mean deviances ***


 


       1.147    No change


       1.149    Dropping age


       1.153    Adding   ftv


       1.155    Dropping ui


       1.155    Dropping smoke


       1.157    Dropping ptl


       1.169    Dropping lwt


       1.183    Dropping ht


 


 Chosen action: Dropping age


 


*** Step 3: Residual mean deviances ***


 


       1.147    Adding   age


       1.149    No change


       1.155    Adding   ftv


       1.157    Dropping ptl


       1.158    Dropping smoke


       1.158    Dropping ui


       1.177    Dropping lwt


       1.187    Dropping ht


 


 Chosen action: Dropping ptl


 


*** Step 4: Residual mean deviances ***


 


       1.149    Adding   ptl


       1.157    No change


       1.157    Adding   age


       1.163    Adding   ftv


       1.171    Dropping smoke


       1.172    Dropping ui


       1.189    Dropping lwt


       1.195    Dropping ht


 


 Chosen action: Dropping smoke


  


*** Step 5: Residual mean deviances ***


 


       1.157    Adding   smoke


       1.158    Adding   ptl


       1.171    No change


       1.171    Adding   age


       1.177    Adding   ftv


       1.189    Dropping ui


       1.206    Dropping lwt


       1.210    Dropping ht


 


 Chosen action: No change








 ***** Regression Analysis *****


 


 Response variate: low


  Binomial totals: 1


     Distribution: Binomial


    Link function: Logit


     Fitted terms: Constant, ht, lwt, ui


 


 


*** Summary of analysis ***


 


                                        mean  deviance


              d.f.     deviance     deviance     ratio


Regression       3         18.1        6.020      6.02


Residual       185        216.6        1.171


Total          188        234.7        1.248


 


Change           4          7.9        1.965      1.97


* MESSAGE: ratios are based on dispersion parameter with value 1


 


 


* MESSAGE: The residuals do not appear to be random;


           for example, fitted values in the range 0.22 to 0.24


           are consistently larger  than observed values


           and fitted values in the range 0.45 to 0.47


           are consistently smaller than observed values


* MESSAGE: The error variance does not appear to be constant:


           large responses are more variable than small responses


* MESSAGE: The following units have high leverage:


                   1       0.062


                  13       0.089


                  51       0.090


                  93       0.128


                 102       0.104


                 106       0.130


                 133       0.105


                 134       0.089


                 139       0.090


                 140       0.096


                 147       0.071


                 181       0.093


                 188       0.091


                 189       0.090


 


 


*** Estimates of regression coefficients ***


 


                  estimate         s.e.      t(*)


Constant             1.068        0.830      1.29


ht                   1.961        0.693      2.83


lwt               -0.01692      0.00654     -2.59


ui                   0.930        0.433      2.15


* MESSAGE: s.e.s are based on dispersion parameter with value 1





 








***** Regression Analysis *****


 


 Response variate: low


     Fitted terms: Constant


 


 


*** Summary of analysis ***


 


              d.f.         s.s.         m.s.      v.r.  F pr.


Regression       0         0.00            *


Residual       188        40.58       0.2159


Total          188        40.58       0.2159


 


Change           0         0.00            *


 


Percentage variance accounted for 0.0


Standard error of observations is estimated to be 0.465


 


 


*** Estimates of regression coefficients ***


 


                  estimate         s.e.    t(188)  t pr.


Constant            0.3122       0.0338      9.24  <.001





*** Step 1: Residual mean squares ***


 


      0.2087    Adding   ptl


      0.2108    Adding   lwt


      0.2108    Adding   ui


      0.2114    Adding   smoke


      0.2120    Adding   ht


      0.2139    Adding   age


      0.2159    No change


      0.2162    Adding   ftv


 


 Chosen action: Adding   ptl


 


 *** Step 2: Residual mean squares ***


 


      0.2045    Adding   ht


      0.2053    Adding   lwt


      0.2059    Adding   age


      0.2062    Adding   ui


      0.2063    Adding   smoke


      0.2087    No change


      0.2092    Adding   ftv


      0.2159    Dropping ptl


 


 Chosen action: Adding   ht


 


 *** Step 3: Residual mean squares ***


 


      0.1981    Adding   lwt


      0.2010    Adding   ui


      0.2019    Adding   age


      0.2022    Adding   smoke


      0.2045    No change


      0.2052    Adding   ftv


      0.2087    Dropping ht


      0.2120    Dropping ptl


 


 Chosen action: Adding   lwt


 


 *** Step 4: Residual mean squares ***


 


      0.1956    Adding   ui


      0.1960    Adding   smoke


      0.1971    Adding   age


      0.1981    No change


      0.1991    Adding   ftv


      0.2033    Dropping ptl


      0.2045    Dropping lwt


      0.2053    Dropping ht


 


 Chosen action: No change











***** Regression Analysis *****


 


 Response variate: low


  Binomial totals: 1


     Distribution: Binomial


    Link function: Logit


     Fitted terms: Constant, ht, lwt, ptl


 


 


*** Summary of analysis ***


 


                                        mean  deviance


              d.f.     deviance     deviance     ratio


Regression       3         18.7        6.236      6.24


Residual       185        216.0        1.167


Total          188        234.7        1.248


 


Change          -3        -18.7        6.236      6.24


* MESSAGE: ratios are based on dispersion parameter with value 1


 


 


* MESSAGE: The error variance does not appear to be constant:


           intermediate responses are more variable than small or large


responses


* MESSAGE: The following units have high leverage:


                  13       0.098


                  51       0.098


                  65       0.092


                  69       0.097


                  71       0.082


                  93       0.125


                  94       0.116


                 102       0.107


                 106       0.126


                 133       0.108


                 134       0.069


                 139       0.098


                 140       0.101


                 142       0.077


                 151       0.077


                 181       0.093


                 188       0.098


                 189       0.098


 


 


*** Estimates of regression coefficients ***


 


                  estimate         s.e.      t(*)


Constant             1.093        0.839      1.30


ht                   1.856        0.703      2.64


lwt               -0.01707      0.00664     -2.57


ptl                  0.726        0.327      2.22


* MESSAGE: s.e.s are based on dispersion parameter with value 1
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