[image: image1.jpg]_Inthe attached answerdoc and answer.xis we buitt a model to predict the amount that
someone would spend if they were sent a catalog (the answerxts data set). In particular,
you estimated a logistic regression (the “response model”) to predict whether a person
would respond at all, and a linear regression to predict the amount they would spend
if they placed an order (the “buyer model”). This problem asks you to build a buyer
model for a different data set. The data threebuy. = has the responders to a partic-
ular catalog. The variable targdols give the amount that each customer spent on the
catalog. The variables R, F, and M give the values of recency, frequency, and monetary
value at the time of the mailing. Before beginning the problems below, compute the
logarithms of each variable and the logarithm of average order size (AOS).

logtarg = loge(targdols+1l)
logR = loge(r)

logF = loge(f)

logM = loge(m)

logaos = loge(m/f)

(a) (3 points) Regress logtarg on logR, logF, and logM with a linear regression.
Report the estimated regression equation and the value of R-squared below.

(b) (2 points) Construct a 95% confidence interval for the slope of log(monetary).

(c) (2 points) Test whether the slope for log(recency) is significantly different from
0 (use a 5% level of significance). For full credit, state the null and alternative
hypotheses, the P-value, and your decision.

(d) (2 points) Generate a scatterplot of logtarg against logaos. Attach a separate
sheet with the plot on it to this exam with “4d” circled at the top of the page.
Comment briefly on the shape of the scatterplot below the plot. In particular, is
it reasonable to fit a linear regression?




[image: image2.png](€) (2 points) Regress logtarg on logaos with a linear regression.! Report the
estimated regression equation and the value of R-squared below.

(£) (2 points) Show how minitab computed the value of R-squared from the ANOVA
table for part de. Hint: R-squared = 1-SSE/SST, where both SSE and SST are
provided in the ANOVA table. Write out 1-SSE/SST below and show that it
equals the value of R-squared in the previous part,

(g) (3 points) Suppose someone has an average order size of $30 in the past with this
catalog company. Assume that this person places and order. Using the regression
equation, predict the order amount in (unlogged) dollars

(1) (3 points) Generate a lowess smoother of logtarg on logaos. Set the “degree of
smoothing” under “edit attributes” to the value 0.1, Attach a separate sheet with
the plot on it to this exam with “4h” circled at the top of the page. Comment
briefly on the fit. In particular, would you recommend using this model? Why or
why not?

(i) (3 points) Generate another smooth, this time by setting the “degree of smooth-
ing” to 0.5. Attach the plot with “4i” circled at the top of the page. What does
the shape of the curve tell you? When you generate the plot, save the “Residuals”
in another column. This option is under “Edit attributes.”

(i) (4 points) Compute the values of SSE and R-squared for the smoother. Hint.
Click on Cale / Column Statistics / Sum of Squares. The input variable is the
residual variable from the previous part. Do not specify anything in the “store
results in” box so that the answer appears in the output. This number will be
the sum of squared errors (SSE). SST is the same as before.




[image: image3.png](k) (2 points) Which model fits better, the linear regression or the smoother having
degree of smoothing=0.5? How do you know?











