RES731 Research Methods and Statistics in IO Psychology
Formulating Effective Research Questions and Hypotheses
Week 3 Lecture


 
LECTURE OBJECTIVES:
1.    How IO Psychologists come up with ideas for research
2.    Hierarchy of questions and hypotheses


Formulating Effective Research Questions and Hypotheses
Ideas for Research Projects
A number of years ago (1982) SIOP sponsored a series of small paperback books titled Studying Organizations: Innovations in Methodology.  The six books in that series quickly found their way into my library and have remained important references ever since.  The sixth book in the series was What to Study: Generating and Developing Research Questions (Campbell, Daft, & Hulin, 1962). It has become a favorite reference for thinking about and evaluating research questions. One part of the study that formed the basis for the What to Study book was a qualitative interview of a convenience sample of 29 IO research scholars. They were interviewed to capture their descriptions of the origins of not-so-significant and significant research.  What follows are their key responses as reported in the book. These were succinct enough that trying to condense or summarize them did not do them justice so I have quoted these two sections.
Not-So-Significant Research Projects from Campbell, Daft, & Hulin (1962)
(1)    Expedience. A frequent theme is that the investigator undertook the research project because it was easy, cheap, quick, or convenient. A genuine contribution to knowledge apparently takes substantial thought and effort. Expedient short cuts tend to lead to insignificant outcomes.
(2)    Method. Often a statistical technique or the method to be employed took priority over theory and understanding. The purpose of the study was simply to try out a methodological technique. In those cases the study may have been successfully completed and published, but the outcome was not very important.
(3)    Motivation. The investigators were not motivated by a desire for knowledge and understanding of some organization phenomenon. They did the research because they wanted a possible publication, or money, or they were interested in other research projects. The absence of interest in the research problem or the discovery of new knowledge tended to result in research that produced little new knowledge.
(4)    Lack of Theory. Another common theme is that the investigator simply did not provide enough thought to make the study work. Complex theoretical issues had not been carefully worked through in advance. Theoretical development requires extensive intellectual effort. Without theory, the research may be easier and quicker, but the outcome will often be insignificant. (pp. 100-102)
Guidelines for Significant Research Projects from Campbell, Daft, & Hulin (1962)
(1)    Significant research is an outcome of investigator involvement in the physical and social world of organizations. The implications for scholars are clear: Make contacts. Leave your office door open. Look for wide exposure and diverse experiences. Go into organizations. Discuss ideas with students and colleagues. Look for new methodologies. Listen to managers. Activity and exposure are important because significant research is often the chance convergence of ideas and activities from several sources. Investigators who remove themselves from these streams, who stay isolated, who do research based upon the next logical step from a recent journal article, are less likely to achieve something outstanding.
(2)    Significant research is an outcome of investigator interest, resolve, and effort. Significant research is not convenient. It is not designed to achieve a quick and dirty publication. It is not expedient. A great deal of effort and thought is required to transform difficult research problems into empirical results that are clear and useful. For most of us, there is no easy path. Genuine interest and great effort are needed to achieve significant outcomes.
(3)    Significant research projects are chosen on the basis of intuition. When a project as the potential for high payoff, investigators ”feel” good about it, they are excited, and that feeling seems to be an accurate indicator of future significance. The project is not chosen on the basis of logic or certainty of publication.
(4)    Significant research is an outcome of intellectual rigor. Although the project may begin in a fuzzy state, it must end up well understood  if it is to have impact. Substantial effort goes into theoretical development and clarification. The research method may be complex and sophisticated, which also requires careful thought and application. When a study turns out to be not so significant, it is often because the theory is not thought out. This may be the hardest part. Often a research technique can be applied quickly and easily, but without theoretical depth the study probably will not be outstanding.
(5)    Significant research reaches into the uncertain world of organizations and returns with something clear, tangible, and well understood. Good research takes a problem that is not clear, is in dispute or out of focus, and brings it into resolution. Rigor and clear thinking are needed to make this transformation. Significant research begins with disorder, but ends with order. Successful research often reaches out and discovers order and understanding where none was perceived previously. The result is something specific and tanglble that can be understood and used. Logic and certainty do not begin the process, but are an outcome of the process.
(6)    Significant research focuses on real problems. Significant research does not simply build abstract concepts onto a purely academic structure. Significant research deals with the real world, and the findings have relevance for colleagues, teachers, or managers. Research that deals exclusively with the strains of artificial life created through scholarly inbreeding is less likely to be significant.
(7)    Significant research is concerned with theory, with a desire for understanding, and with explanation. An important antecedent is curiosity and the excitement associated with understanding and discovery. Studies that are mechanical, that simply combine variables or use established data bases, seldom provide significant outcomes. When the primary motivation is publication, or money, or a research contract rather than theoretical understanding, then not-so-significant outcomes tend to emerge.  (pp. 107-109)
The principles Campbell, Daft, and Hulin described in 1962 are as valid today as when they were first described. When we are considering our research questions evaluating their importance and potential for making significant contributions to knowledge, it is wise to evaluate our questions using these principles from experienced researchers.
Hierarchy of Research Questions and Designs 

Last week we learned that research begins with our research questions. These questions state our guesses about what might be happening in the area which caught our attention. These are general statements framed as questions.  They lead us directly to our research hypotheses; specific, predictive statements based on our research questions, that formalize our predictions about the relationship or relationships we believe exist between our variables of interest. 

Three major classes of research questions have emerged, descriptive research questions, questions dealing with associations, and those dealing with differences (Bordens & Abbott, 1999). This order also represents a hierarchy of the predictive value of the different types of research questions.

Descriptive research questions do not involve inferential statistics. The questions and data they generate are simply descriptive summaries. These data summarize categories and amounts but do not attempt to generalize. We often summarize descriptive data in tables, charts, and graphs. These descriptive summaries can be helpful when we are trying to understand the variables and factors in large databases.

Associational (relationship) research questions are lightly more complex. With such questions, we focus on several variables that we believe are related or associated. This understanding is useful in early stages of research, it provides useful information when we cannot manipulate the variables, and is a way to investigate naturally occurring situations (Bordens & Abbott, 1999). Our interest is limited to the degree to which the two variables covary and to the direction of the relationship. Strong associations allow us to predict the value of one of the associated variables when we know the value of the other associated variable or variables. This is important, helpful information but we have to use it carefully. For example, an IO psychologist can predict success on the job from scores on a test. However, we need to be careful not to begin to think that the performance on the test was the cause of performance on the job.  A common error occurs when researchers evaluate the level of association by calculating a correlation coefficient and then later use causal language in their interpretation and conclusions.

The highest complexity and most scientifically valuable research questions are difference or comparative .questions. With these questions, we are able to use the full power of inferential statistics to compare groups. When such a comparison includes a treatment group contrasted with a control (non-treatment) group we are able to make inferences and predictions based on those differences. For example, in a classic Solomon Four Group Design we can clearly see the effects of our pre-test, and our treatment on the research groups. We can also explore various levels of treatment by varying our independent variables and measuring the results on our dependent variables. 
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RES731 Research Methods and Statistics in IO Psychology
Reliability and Validity
Week 4 Lecture


 
LECTURE OBJECTIVES:
 
1.    Research strategies
2.    Reliability - What it is and how to improve it
3.    Validity – What it is and how to improve it
4.    Reliability vs. Validity the trade-offs


 
Designing Research
 
Once an I/O Psychologist has decided upon the research question and hypothesis, an overall strategy needs to be selected.  After choosing the strategy, the researcher needs to ensure the data collected can be interpreted to answer the research question. Choice of an appropriate design achieves this outcome. Three key characteristics of research design include; ensuring adequate consideration and control for the sampling of cases, reliable and valid measurement of the research variables, and careful arrangement of the pattern of administration for the research treatments and data collection measures (Schwab, 1999).
 
Research Strategies
 
There is a variety of research strategies available to study any research question.  The following are some commonly used research strategies and objectives:
 
· Historical research – Enables researchers to reconstruct the past systematically and objectively by collecting, evaluating, verifying, and synthesizing evidence to establish facts and reach defensible conclusions, often in relation to particular hypotheses. [Common in the Liberal Arts, historical research is not an approved UOPX research strategy.]
 
· Descriptive research - Enables researchers to describe systematically the facts and characteristics of a given population or area of interest doing so comprehensively and accurately. This strategy is reserved primarily for initial investigations where very little is already known about the population or area of interest. While descriptive research is commonly a part of major research projects, it is rarely reported by itself.
 
· Developmental research - Enables researchers to investigate patterns and sequences of growth and/or change over time. This strategy is often a special set of quasi-experimental research where the age of the subject serves as a quasi-independent variable. It is popular in education because of the influences of growth on learning. Because we cannot assign age of subjects to participants randomly, this strategy must use correlational analysis and cannot be interpreted causally. There are three common developmental strategies: the cross-sectional design, the longitudinal design, and the cohort-sequential design. 
 
· Case and Field Study research - Enables researchers to study intensively the background, current status, and environmental interactions of a single given social unit:  individual, group, organization etc. Case studies use a variety of information sources including, interviews, historical documents, test results, and archival records. Stake (1995) identified three major types of case studies. Intrinisic case studies have the purpose of understanding the particular case only. Instrumental case studies are created with the purpose of developing insight into some issue or to refine or alter some existing theoretical position. Collective case studies involve several individual cases to develop a better understanding of the phenomenon being investigated (Christensen, 2001).
 
· Correlation research - Enables researchers to investigate the extent to which variations in one variable correspond with variations in one or more other variables. The two variables are measured and then the degree of relationship established by calculating the correlation coefficient. The correlation cannot be interpreted causally but it can be used to make predictions because of the relationship between the variables if we know the value of one we can predict the value of the other. This is often confusing to novice researchers who find relationships and then discuss them using causal language. 
 
· Causal - Comparative research - Enables researchers to study the possible cause and effect relationships by observing a consequence and searching back through the data for plausible causal factors. This strategy “attempts to indentify a causative relationship between an independent variable and a dependent variable, However, this relationship is more suggestive than proven as the researcher does not have complete control over the independent variable” (Wasson, Beare, & Wasson, 1990, p. 163). “An important difference between causal-comparative and correlational research is that causal-comparative studies include two or more groups and one independent variable, while correlational studies involve two or more variables and one group” (Gay & Airasian, 2003, p. 364).
 
· True Experimental research - Enables researchers to study the possible cause and effect relationships by exposing one or more experimental groups to one or more treatment conditions and comparing the results to one or more control groups not receiving the treatment. The experimental strategy is used both in field experiments (in real life settings) and in laboratory experiments (conducted in a laboratory with precise manipulation of one or more variables and control of most other variables). 
 
· Quasi-experimental research - Enables researchers to approximate the conditions of the true experiment in a setting which does not allow the control and/or manipulation of all relevant variables. Most often the condition that is not met for a true experimental approach is that the subjects were not randomly assigned. Campbell and Stanley (1963) wrote the classic work on this strategy and included the descriptions of many designs. The different approaches in quasi-experimental research include; time series designs, equivalent time samples designs, nonequivalent control group designs, and a number of variations. Quasi-experimental designs are popular because they allow the researcher to evaluate the impact of a quasi-independent variable under naturally occurring conditions. It allows researchers to take advantage of naturally occurring events that are parallel to what might be structured in a pure experiment. However, the results do need to be used with care since not all variables are under the researcher’s control (Bordens & Abbott, 1999).
 
· Action research - Enables researchers to develop new skills or new approaches and to solve problems with direct applications. Action research is also known as participatory research, collaborative inquiry, emancipator research, action learning, and contextual action research. It is a very special strategy embedding the researcher in the research, the researcher “learns by doing,” and the assessing the researcher’s personal perspectives and experiences. One good definition of action research is,
Action research...aims to contribute both to the practical concerns of people in an immediate problematic situation and to further the goals of social science simultaneously.  Thus, there is a dual commitment in action research to study a system and concurrently to collaborate with members of the system in changing it in what is together regarded as a desirable direction.  Accomplishing this twin goal requires the active collaboration of researcher and client, and thus it stresses the importance of co-learning as a primary aspect of the research process. (ABL Group, 1997, p. 2)
 
A special strategy of phenomenological research, action research is not appropriate for UOPX dissertations. 
 
 
Reliability and Validity of Measurement
 
Researchers strive to conduct reliable and valid measurement as the cornerstones of good research.  Without attending to the issues involved with reliability and validity, the results and the interpretation of the results can easily become useless.  A skilled I/O Psychologist designs any research with the care paying special attention to the reliability and validity of the measurement planned and used.
 
 
Reliability
 
Reliability refers to how consistent or dependable a measurement is over time or across different conditions.  When measures are consistent, it is assumed that there are few or no errors involved. Reliability is the basic concept involved in designing and conducting research because if measures are not dependable or cannot be consistently obtained, it becomes impossible to trust the results as being accurate.
 
Assessment of reliability uses one or more of the following four methods:
 
         Test-retest reliability
 
Test-retest reliability is obtained by administering the same measure twice, separated by an interval of time (preferably a relatively long interval). Cronbach’s alpha is the usual measure. 
 
         Split-half reliability 
 
Split-half reliability is obtained by randomly assigning half the items in a measure to one test category and the other half to a second category, the two halves are then correlated. The most common measure of split-half reliability is Cronbach’s alpha.
 
         Alternate-forms reliability
 
For alternate forms reliability, two different strategies may be used. In the first, the measure is compared with a second “alternative form” of the same measure. When using this strategy the researcher will often construct two instruments from the same basic pool of items with the expectation that the two instruments will be highly similar. Correlating the two demonstrates the level of that similarity. The second form of alternate forms reliability is to use an established measure that has already demonstrated reliability and correlate the new measure to that established one (Babbie, 2001).
 
         Inter-rater reliability
 
The final way of establishing reliability is when a researcher is using research workers like interviewers and coders. In such situations, the researcher wants to know that the ratings produced by the workers are highly similar. To increase inter-rater reliability researchers develop clear instructions, are specific in defining variables and observables, train support workers, and conduct practice sessions with feedback to improve reliability (Babbie, 2001).
 
Factors affecting reliability
 
There are common strategies for increasing reliability and decreasing measurement error.  The more an I/O Psychologist can do to increase reliability the more accurate and useful the resulting study will be. Common approaches are:
 
         Clearly conceptualizing and defining constructs 
 
     
Including precise levels of measurement
 
      Using multiple indicators of a construct
 
      Conducting pilot studies and pretests
 
      Replicating studies
 
Validity
 
Validity refers to the soundness of research findings, that is, the degree to which the empirical measurement we use adequately reflects the real meaning of the concept under being researched. Another way this has been stated is that validity is the extent to which an instrument actually measures that which it purports to measure.  It is the extent that the data or processes measured in the study are what we intended to measure.  By eliminating and controlling as many confounding variables as possible, researchers have greater confidence in their findings and increase validity.
 
There are three types of validity.
 
         Internal validity: Is the ability to rule out alternative explanations for obtained results. Campbell and Stanley (1963) defined internal validity as the ability of your research design to test your hypotheses adequately. In a study, can you demonstrate your variation of the independent variable resulted in the observed variation in the dependent variable? For example in a correlational study, internal validity would demonstrate your correlation was not due to changes in some other variable that affected the dependent variable.
 
         External validity: Is the generalization of results to different study participants, surroundings, locations, and so forth.  It is the extent to which you can extend your results beyond the limited research setting and sample used for the study. External validity is threatened by extraneous variables that make data observations unique and atypical making them unrepresentative of a more general population.
 
         Statistical validity: Is the conclusions from a study depend on the choice and accuracy of the statistical methods used. “Inappropriate statistical methods, as well as appropriate methods inappropriately used, can lead to incorrect conclusions in any research report. Incorrect conclusions may also be because the research problem is just hard to quantify in a satisfactory way. Publication of a research report does not guarantee that appropriate statistical methods have been used, or that appropriate methods have been used correctly.”  (Golbeck, 1986. p. ii).
 
Factors Affecting Validity
 
There are various factors may threaten the validity of a study.  The threats to internal validity may produce results confounded with the experimental variables, whereas the threats to external validity affect the generalizability of the results.
 
         Threats to internal validity include history, maturation, instrumentation, selection bias, statistical regression, the loss of subjects during the study, and interaction effects among the variables under study.
 
         Threats to external validity include sample characteristics, participant reactions, pre- & post-test sensitization, multiple treatment effects, and timing assessment & measurement.
 

There are several common methods for demonstrating validity.  These are important to I/O Psychologists in practice as they directly affect our research. In addition, there are now legal requirements for minimal levels of validity in some areas like employee assessment and selection.
 
         Content validity: how appropriate the measurement is to the range of meanings included within the concept of interest; does the design of the measurement fit the domain (Bordens & Abbott, (1999)?
 
         Criterion-related validity: Also known as, predictive validity, criterion validity assesses the relationship between the measure and an outside criterion related to the construct of interest (Bordens & Abbott, (1999).
 
         Construct validity: the extent to which a test measures a theoretical construct or trait. Construct validity examines the relationships of the measure to the theoretical or logical relationships specified in the theory or construct being evaluated (Bordens & Abbott, (1999).
 
         Face validity: the weakest of the forms of validity, face validity simply checks that the measure aligns with our perceptions of what would be included in the area of interest. When the researcher desires more substantive evidence, the investigator can include agreements by several experts in the area about whether the measure fits with their perceptions (Bordens & Abbott, (1999).
 
Reliability vs. Validity
We want our measures to be both reliable and valid. However, in the discussion we have just completed, you probably noticed some tension between the idea of reliability and the idea of validity. As IO psychologists, we often have to develop a trade-off between the two. 
 
Let us say we are interested in motivation on an assembly line. We might have the idea of being immersed in the day-to-day routine, getting to know the workers, and talking with them in depth. That should produce a highly valid measure of morale. This might be better than counting grievances.  However, the counting strategy would be more reliable. These contrasts make our choices difficult. Babbie (2001) summarized this well,
 
Very often, then, specifying reliable operational definitions and measurements seems to rob concepts of their richness of meaning. Positive morale is much more than a lack of grievances filed with the union; anomie is much more that what is measured by the five items created by Leo Stole. Yet, the more variation and richness we allow for a concept, the more opportunity there is for disagreement on how it applies to a particular situation, thus reducing reliability. (p. 145)
 
As an IO psychologist being warned is being forearmed.  By knowing about the issues and possible conflicts we can examine our research strategies and designs to avoid major problems and to support our conclusions, predictions, and generalizations. 
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RES731 Research Methods and Statistics in IO Psychology
Analyzing Quantitative Data
Week 5 Lecture


 
LECTURE OBJECTIVES:
1.    How to prepare data for analysis
2.    Levels of Measurement
3.    Descriptive Statistics
4.     Inferential Statistics


Analyzing Quantitative Data

When conducting research, after the data are collected or the experiment is completed, the researcher usually has accumulated a significant amount of data in raw format.  This week we learn about the preparation of the data and analysis of quantitative data with descriptive and inferential statistics.
 
Preparation of Data

After the I/O Psychologist conducts research and collects measurements, the data must be prepared for analysis.  Often the first stage of this involves the coding of the data.  That is, the raw data from the research is coded into various data fields and records in order to enter it into software and conduct the analyses.

During this preparation phase the researcher needs to check the accuracy of the data and ensure it is clean (has no real or potential errors) and must account for any missing data.  When cleaning and coding data the hypothesis and research objective act as a guide as the data are being prepared for the analysis.

The process for cleaning data was clearly described by O”Rourke (2005),
So how does one go about cleaning data? There are several ways, from low tech to high tech. Basically, choose the one that best meets your needs. A low tech approach is simple visual scanning of the data. If you have only a few variables (let's say less than 30) and have less than 300 cases, you can quickly scan a printout or computer screen of the data and look for any impossible data, such as a code 5 for gender, a height of 8'6" (96 inches), a weight of 725 pounds, or a cholesterol count of 940. Upon identifying a real or potential error, you can go back to check the original data. To facilitate this you should make the first variable on the data set a unique ID number for each case. The ID number links the original data record to the data that are entered into the computer record. In this way when you find a data entry error you can quickly go back to the original data record and make the correction. (para. 6)
While a visual check is useful, it is often not realistic to do in terms of time or accuracy when you have many variables and/or many cases. There are several ways to clean larger data sets. One is to use a program such as SPSS[R] Data Entry or Questionnaire Programming Language (QPL). These programs are used to edit and prepare the collected data for analysis. In these programs you set the possible acceptable ("legal") values for each variable before entering your data. Any data entered outside of the values you set are flagged immediately. The data entry program also can provide for automatic skipping of a question or questions. (Para. 8)
Whereas data entry programs are designed to check data before being entered, you can utilize several techniques after data entry to detect errors if you do not have a data entry program. One technique is to use a "list cases" type program that is available in statistical software programs like SPSS[R]. Here you designate the possible legal values for each variable. The list cases program then identifies the ID number with any illegal data for that case. You can then go back to the original data for that case and make the appropriate correction(s). (Para. 9)
Another possibility is to use a statistical software program such as SPSS[R] or SAS and run a frequency program. A frequency program provides a count for the values for each variable. Unexpected codes in the table can indicate errors in data entry or coding. (Para. 10)
O’Rourke (2005) also provided examples of the data cleaning processes
described in the article.
Levels of Measurement

The type of measurement is important because it is the link between the real world and the data analysis world.  Statistical tests require the data being analyzed meets certain assumptions. If these conditions are not met the correspondence between the numbers and the real-world entities being measured is meaningless and any statistical analysis will also be meaningless.  Measurement experts consider four levels of measurement. Each level represents data of different mathematical quality and as a result defines the analysis which can be appropriately (correctly) conducted using data of that type (Wegner, 2010). The following table may be useful:


	Scale Type
	Real World Relationship
	Mathematical Property

	Nominal
	Uniquely identify; naming
	Uniqueness

	Ordinal
	Placement on a continuum; ranking
	"is less than" or "is greater than"

	Interval
	Meaningful quantitative interval
	Differences can be compared

	Ratio
	A meaningful zero point
	Ratios can be prepared





Here are some examples:  The uniform number on a baseball jersey merely identifies each player uniquely. Thus, player number 1 is a different player than player number 2. These are nominal data where numbers represent categories or labels.

The Moh hardness scale is used to identify the hardness of minerals.  A mineral with a higher number will scratch a mineral with a lower number.  Thus, diamond, with a greatest hardness rating of 10, will scratch all other minerals.  Talc, with a rating of 1, will be scratched by all other minerals, and cannot scratch any mineral.  Thus, in the real-world, there is a continuum of mineral hardness reflected in which mineral can scratch which other mineral.  In this type of a ranking scale, only the < or > operations are meaningful, i.e., the intervals between measurements are not necessarily equal (the increase from 9 to 10 is not the same amount of increase as from 8 to 9) and thus will not allow for mathematical manipulations such as averaging.  These are ordinal data where numbers are used to rank based on measured attributes.


Temperature, as measured in degrees Fahrenheit, reflects the amount of energy associated with an object.  Because it takes the same amount of energy to raise an object from 0º to 1º as it does from 60º to 61º the intervals are equal and meaningful.  Mathematically, finding differences between numbers and averages are considered permissible mathematical operations that may reflect meaningful concepts in the real world. However, interval scales have a zero point that is arbitrary, data where numbers are used to rank based on measured attributes, and numbers are equally apart.
 
  
The highest (most numerically sophisticated) level of measurement is a ratio scale.  With ratio scales, proportionality in the real world is reflected by ratios in the numerical world.  Thus, if a father is twice as tall as his son, the height measurements will be in a 2:1 ratio.  The key to understanding this is to know that ratio measurements are equal interval and have a meaningful zero point.  Ratio data are where numbers are used to rank based on measured attributes; numbers are equally apart; a true zero point with an absence of measured attributes exist
 
Descriptive Statistics
 

Descriptive statistics help researchers describe basic patterns in research results.  This helps to ‘boil down’ the raw data into a more organized and interpretable form.  There are various methods employed to ‘describe’ the data, including the following:
 
 
a.    Frequency distributions include tables that show the percent of cases in a specific variable.
 
b.    Histograms are graphic displays, such as bar or pie charts, of frequencies or percentages.
 
c.    Measures of central tendency, which is the score that describes around where most of the scores on the distribution are located.  The typical measures of central tendency are:
 
              i.    Mean – the average of the distribution, computed by totaling the scores then dividing by the number of scores.
 
            ii.    Mode – the most frequently occurring score.
 
           iii.    Median – the score at the 50th percentile – the center most score in the distribution of the scores. The score with half the scores above it and half below it.
 
d.    Measures of variation describe the extent that score on a distribution differ and vary from the center.
 
              i.    Range – the distance between the two most extreme scores
 
            ii.    Semi – interquartile Range – one-half the distance between the scores at the 25th and 75th percentiles
 
           iii.    Variance – the average of the squared deviations of scores around the mean
 
           iv.    Standard deviation – the square root of the average squared deviation of scores around the mean (or the square root of the variance)
 

In much common research, I/O Psychologists will calculate the mean and the standard deviation for the sample data.  This will inform them of the average, or central tendency of the data, as well as the amount of variation around that average.  With interval data, it is usually assumed that the distribution would approach a normal distribution, and thus with these statistics there are several graphs and presentations that could be made.
 
e.    Measures of relationship
 
1. Correlation coefficient -  the correlation coefficient "r" as a covariance measure divided by variation measures.  Covariation indicates how much two variables vary together.   Remember that r=1 or r= -1 indicates a perfect linear relationship.  An r=0 indicates no linear relationship.  Whether r is large or small depends upon your field of study and what you are measuring.  

In large studies, correlations among variables are often presented in a correlation matrix.  Shown below is a correlation matrix that presents the relationships among several variables.
In this correlation matrix, five variables are examined.  (These are variables from a study of potential firefighter applicants.  Each cell of the matrix, except the diagonal, contains three numbers.  The top number is the correlation coefficient between the variables identified by the row and column labels, the middle number has to do with hypothesis testing which we will study later in the term, and the bottom number is the number of cases used to calculate the correlation.  Note the symmetry in the matrix and also that the correlations on the diagonal all equal 1.0.  This should make sense because the variable is correlated with itself.  There are at least two interesting results (they are interesting to me, at least) in this matrix.  One is the relatively large correlation between the Time 1 Test Score and the Time 2 Test Score.  The other is the close to moderate sized correlation between Sat: EMS (Anticipated satisfaction with EMS tasks) and Acceptance Intentions (Likelihood of accepting a job offer.)
Inferential Statistics
 

Inferential statistics help researchers determine a level of confidence regarding whether or not measures in a sample are the same as a population parameter.  That is, the I/O Psychologist is attempting to make decisions with a high degree of probability of being correct.  Inferential statistics rely on principles of probability sampling, with one reason being that with data obtained from a sample is no guarantee that the sample accurately reflects the population in question.
 

With inferential statistics, the process is set to determine whether or not the sample data represent the population.  When testing a null hypothesis, it is done by calculating the sample statistic for the data and comparing it to a tabled critical value.  Statistical significance means obtained results are not likely because of chance, and results from a sample are likely obtained in the population.  Statistical significance is reported in terms of levels, typically at the .05 (which would indicate that the results would be expected 95% of the time), or .01 (which would be 99% of the time).  If the result is not significant it would indicate that there is a good probability that the results occurred by chance or error.
 
            Common inferential statistics include:
 
A.   Chi-squared test – a nonparametric statistic  to test whether the frequencies in each category in the sample data represent frequencies in the population.
 
B.   t-test – a parametric statistic used to significant testing of sample means of two samples
 
C.   F test – a parametric statistic used to compare all sample means for a factor to determine if two or more sample means represent different population means.

When using inferential statistics it is important to understand the underlying distribution and assumptions that can be made about the sample data as this determines which statistics, parametric vs. nonparametric, are used.    Also, when analyzing parametric data, it is important to remember that while the t and F are conceptually similar the t-ratio approach uses means and standard errors to test hypothesis, the analysis of variance approach uses variances entirely. 
 
Type I and Type II Errors
 

When performing hypothesis testing and doing statistical analysis, there is the potential of making errors in the decisions.  These are called Type I and Type II errors.  Type I error occurs when the null hypothesis is rejected, or not accepted, when in fact it is true.  The theoretical probability of a type I error is equal to α (Heiman, 1996).  A type II error occurs when we accept the null hypothesis when it is false and the alternate hypothesis is true.
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RES731 Research Methods and Statistics in IO Psychology
 
Ethical Issues in I/O Psychology
Week 6 Lecture


 
LECTURE OUTLINE:
 
1.     Laws and Code of Ethics
2.     The Belmont Report
3.     45 CFR 46
4.     Institutional Review Boards (IRB)
5.     APA Ethical Standards
6.     IO Ethical Standards


Laws and Codes of Ethics
 
There are laws and codes of ethics that guide professional practices.  Researchers must use sound ethical practices when designing and conducting research.  Demonstrating knowledge and compliance with ethics codes during and after involvement is the best method for defending oneself from licensing board complaints. Areas to attend to include:
         Recognizing potential ethical conflicts
         Train yourself to do worst case thinking
         Be careful with documentation
         Consult with others when problems arise
         Obtain and maintain signed informed consent agreements
 

The Belmont Report
 
One key set of principles are those developed in 1979 by the National Commission for the Protection of Human Subjects in Research. Also known as “The Belmont Report,” the commission established three principles for ethical conduct of research:
 
         Respect for Persons
         Beneficence
         Justice
 
These were described in detail in the Rapid Reference 8.3 in Marczyk et al. (2005, p. 238). Included within the Belmont principles but not specifically stated is the right to confidentiality.  This is the individual’s right to control use and access to their personal information.  Other recent articles have also added the following principles to the basic three:
 
         Nonmaleficence
         Autonomy
         Rules for Professional – Subject Relations
o    Fidelity
o    Veracity
o    Confidentiality
o    Privacy
 
A good practical summary of ethical fundamentals was provided by Beauchamp and Childress (2001). Their description of ethical fundamentals was:
 
         Do good
         Don’t do bad
         Allow people choice
         Be fair and equal in practice
         Be clear about professional – subject relations rules
 
Researchers must balance the value of research with harm research may cause.
 
45 CFR 46
The US Federal Government issued 45 CFR 46 (Title 45 Code of Federal Regulations Part 46) requiring protection of human subjects in any federally supported research.  These regulations added two new requirements to the existent ethical and legal standards:  informed consent agreements and institutional review boards (IRB).
 
Informed Consent Agreements
 
Obtaining prior informed consent from research subjects is now a fundamental ethical principle. Researchers must only include research participants who have explicitly and freely agreed to participate. Prior to initiating a study, researchers must obtain a written statement from participants explaining the purpose of the study, other aspects of the study, and requests voluntary agreement to participate. (The elements of appropriate informed consent are that the potential participants are competent, knowing, and voluntary (US Dept. of Health and Human Services, XXXX). 
 
In addition, researchers must ensure privacy, anonymity, and confidentiality. Privacy refers to not sharing private information with others without prior consent. Anonymity refers to protecting the identity of research participants. Confidentiality refers to keeping research data in confidence and not releasing data that may link results to participants.
 
IRB
 
IRBs are required by law and provide an additional way institutions protect the rights of research subjects. IRBs are committees that review details before research begins. IRBs require researchers to prepare written detailed plans of projected research and submit those plans for IRB review. The IRB acts as an agent of the Federal Government to ensure the rights of subjects are protected and to ensure research involving humans is conducted responsibly and ethically.. IRBs are required to maintain the records related to the application including informed consent documents. A summary of the typical content is described in detail in the Rapid Reference 8.6 in Marczyk et al. (2005, p. 255).
 
Exempt and Nonexempt Research
 
IRBs consider two major categories of research, exempt and nonexempt.  Exempt research does not include members of protected groups as participants in the study.  Protected groups include minors, pregnant women, cognitively impaired persons, and prisoners. Because no protected groups are included such research is exempt from IRB review.  However, most IRBs require this information be documented and submitted.
 
Nonexempt research involves members of protected groups. This means the subjects are either primarily members of a protected group or the group itself is a focus of the study.  Nonexempt research must have an IRB review and approval.  
 
International Ethics Codes
 
Berry, Poortinga, Segall, and Dasen (1992, as cited in Pedersen, 1995) reviewed the ethics literature identifying three common perspectives guiding “…ethical acts: (1) Relativism, (2) Absolutism, and (3) Universalism….) (p. 36). An interesting study by Leach and Harbin (1997) explored the Universalism perspective by comparing the psychological ethics codes of twenty-four countries to the United States code represented by the APA Ethical Principals of Psychologists and Code of Conduct. Their table summarizing the comparisons follows:
 



      (Leach & Harbin, 1997, p. 185)
 
APA Ethical Standards
 
Researchers who are also psychologists incur additional restrictions on research, those of APA’s Ethical Principles of Psychologists and Code of Conduct (2002). These are described in some detail in Aguinis and Henie’s chapter 3 in Rogelberg (2004). Some of the ethical issues that APA addresses are more clinically focused and can be rather strange.  For an example read Middlemist, Knowles, and Matter’s (1976) study of micturation times related to invasions of personal space in a men’s lavatory and some of the controversy it stirred up on the psych files at: http://www.thepsychfiles.com/2007/05/psychology-of-personal-space/ and http://www.thepsychfiles.com/2008/09/episode-69-personal-space-invasions-ethics-of-psychologys-strangest-study/
 
IO Ethical Standards 
 
SIOP has not defined a separate code of ethics but instead has endorsed a casebook of 61 cases that illustrate key IO ethical issues (Lowman, 1998). This casebook extends the original more limited set of general ethical cases published for all psychologists (Committee on Professional Standards, 1983).
 
In addition, there are specific considerations of concern to IO psychologists as noted by Mirvis and Seashore (1979) who “…proposed that most ethical concerns in I-O research arise from researchers’ multiple and conflicting roles within the organization that research is being conducted” (p. 43). This extension has recently been debated by Greenberg, McIntyre, Lowman, and Knapp.  For a full description of this exchange see Behnke (2006). 
 
Ethics and particularly the APA principles are a current concern.  The current code is under revision. On November 16, 2009, APA called for comments on amendments being considered for the Ethical Principles of Psychologists and Code of Conduct.  If you are interested you have until Dec. 15 to comment. The call is quoted below:
The Ethical Principles of Psychologists and Code of Conduct (2002) addresses conflicts between ethics and law in two separate sections. The Introduction and Applicability section of the Ethics Code states that psychologists faced with an irreconcilable conflict between ethics and law “may adhere to the requirements of the law, regulations, or other governing authority in keeping with basic principles of human rights.” Ethical Standard 1.02 states that if a psychologist’s attempt to resolve a conflict between ethics and law fails, the psychologist “may adhere to the requirements of the law, regulations, or other governing legal authority.” The phrase “in keeping with basic principles of human rights” in the Introduction and Applicability section is not found in the enforceable ethical standard. This phrase is also absent from Ethical Standard 1.03, which addresses conflicts between ethics and organizational demands. The discrepancy in language has been the subject of extensive focus by APA governance. 
Council adopted a resolution calling for the Ethics Committee to propose language to amend the Ethics Code in preparation for Council’s February 2010 meeting. Council’s 2009 Resolution stated that the proposed language: 
  
•        “resolve the discrepancy between the language of the Introduction and Applicability Section of the Ethical Principles of Psychologists and Code of Conduct and Ethical Standards 1.02 and 1.03”; 
•        “clearly communicate that Ethical Standards 1.02 and 1.03 can never be interpreted to justify or as a defense for violating basic human rights.” 
  
The Committee believes that the proposed amendments fulfill Council’s directive in two important ways. First, the words “If the conflict is unresolvable via such means, psychologists may adhere to the requirements of the law, regulations, or other governing legal authority” are removed from the Introduction and Applicability section and Ethical Standard 1.02. Second, the sentence “Under no circumstances may this standard be used to justify or defend violating human rights” is added to Ethical Standards 1.02 and 1.03. 
  
The Committee seeks comments on the proposed amendments. The Committee also seeks comments on whether the language “commitment to” or “obligations under” the Ethics Code is preferred in the Introduction and Applicability, and Standards 1.02 and 1.03. 
  
The Committee requests that all comments be submitted at  www.apa.org/ethics. Hardcopy comments may be submitted to APA Ethics Office; 750 First Street, NE; Washington, DC; 20002-4242; attn: Ethics Code Amendments. 
  
Comments must be received by December 15, 2009. 
  
Please visit the APA Ethics Office webpage, http://www.apa.org/ethics/standard-102/, for resources relevant to this Call. (http://www.siop.org/article_view.aspx?article=659)
 Sooner or Later
In his opening column of The I-O Ethicist, Macy (2003) noted, “Sooner or later, most of us will face an ethical dilemma. It may be ownership of data, unanticipated problems with informed consent, relationships between student interns and their sponsors, or problems with technology deployment that couldn’t have been evident in the past” (p. 1).  Because IO psychologists work in a variety of organizational settings and address diverse problems some of which have significant legal and organizational exposure, it is wise for practicing IO psychologists to understand our ethical responsibilities and to practice ethically.
 
References
 
American Psychological Association (APA). (1981). Specialty guidelines for the delivery of services by industrial/organizational psychologists. American Psychologist, 36(6), 664–669.
 
American Psychological Association (APA). (1987). Ethical principles in the conduct of research with human participants. Washington, DC: American Psychological Association.
 
American Psychological Association (APA). (1992a). Ethical principles of psychologists and code of conduct. American Psychologist, 47(12), 1597–1611.
 
American Psychological Association (APA). (1992b). Ethics Committee. Rules and procedures. American Psychologist, 47(12), 1612–1628.
 
American Psychological Association (APA). (1993). Report of the Ethics Committee,  1991 and 1992. American Psychologist, 48(7), 811–820.
 
Beauchamp, T. L., & Childress, J. F. (2001). Principles of biomedical ethics (5th ed.). London, UK: Oxford University Press. 
 
Behnke, S. (2006, September). APA’s ethical principles of psychologists and code of conduct: An ethics code for all psychologists…?  Monitor on Psychology, 37(8). Retrieved from http://www.apa.org/monitor/sep06/toc.html
 
Britt, M. (n.d.). the psych files. Retrieved from http://www.thepsychfiles.com
 
Committee on Professional Standards, American Psychological Association, Board of Professional Affairs.  (1983). Casebook for providers of psychological services. American Psychologist, 38(5), 708-713.
 
Holmes, D. S. (1976a). Debriefing after psychological experiments:  I.  Effectiveness of postdeception dehoaxing. American Psychologist, 31(7), 858–867.
 
Holmes, D. S. (1976b). Debriefing after psychological experiments:  II.  Effectiveness of postdeception desensitizing.  American Psychologist, 31(7), 868–875.
 
Leach, M. M., & Harbin, J. J. (1997). Psychological ethics codes: A comparison of twenty-four countries. International  Journal of Psychology, 32(3), 181–92.
 
Lowman, R. L. (Ed.). (2006). Ethical practice of psychology in organizations (2nd ed.).  Washington, DC: American Psychological Association. 
 
Macey, B. (2003, July). The I-O ethicist: A new TIP column.  The Industrial Organizational Psychologist, 2003, July, 1-1.
 
Middlemist, R. D., Knowles, E. S., & Matter, C. F. (1976). Personal space invasions in the lavatory: Suggestive evidence for arousal.  Journal of Personality and Social Psychology, 33(5), 541-546.
 
Mirvis, P. H., & Seashore, S. E. (1979). Being ethical in organizational research.  American Psychologist, 34(9), 766–80.
 
Marczyk, G., DeMatteo, D., & Festinger, D. (2005). Essentials of research design and methodology. Hoboken, NJ: John Wiley & Sons.
 
National Commission for the Protection of Human Subjects in Biomedical and Behavioral Research.  (1978). The Belmont Report: Ethical principles and guidelines for the protection of human subjects of research (DHEW Publication No. OS78-0012). Washington, DC: US Government Printing Office.
 
Pedersen, P. B. (1995). Culture-centered ethical guidelines for counselors.  In  J. G. Ponterotto, J. M Casas, L. A. Suzuki, & C. M. Alexander (Eds.), Handbook of multicultural counseling (pp. 34-49). Thousand Oaks, CA: Sage.
 
Rogelberg, S. G. (Ed.). (2004). Handbook of research methods in industrial and organizational psychology. Malden, MA:  Blackwell Publishing. 
 
U.S. Department of Health and Human Services, National Institutes of Health. (2005). Protection of human subjects. (Title 45, Part 46 of the Code of Federal Regulations). Retrieved from http://ohsr.od.nih.gov/guidelines/45cfr46.html
 
