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True / False
_______ 1. The usual objective of regression analysis is to predict estimate the value of one variable when the value of another variable is known.

_______ 2. Correlation analysis is concerned with measuring the strength of the relationship between two variables.

_______ 3. The term ei in the simple linear regression model indicates the amount of change in Y for a unit change in X.

_______ 4. In the sample regression equation y = a + bx, b is the slope of the regression line.

_______ 5. The coefficient of determination can assume any value between -1 and +1.

_______ 6. In the least squares model, the explained sum of squares is always smaller than the regression sum of squares.

_______7. The sample correlation coefficient and the sample slope will always have the same sign.

_______ 8. Given the sample regression equation y = -3 + 5x, we know that in the sample X and Y are inversely related.

_______ 9. Given the sample regression equation y = 5 – 6x, we know that when X = 2, Y = 17.

_______ 10. An important relationship in regression analysis is 
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_______ 11. Regression analysis is concerned with the form of the relationship among variables, whereas correlation analysis is concerned with the strength of the relationship.

_______ 12. The correlation coefficient indicates the amount of change in Y when X change by one unit.

_______ 13. In simple linear regression analysis, when the slope is equal to zero, the independent variable does not explain any of the variability in the dependent variable.

_______14. One of the purposes of regression analysis is to estimate a mean of the independent variable for given values of the dependent variable.

_______ 15. The variable that can be manipulated by the investigator is called the independent variable.

_______ 16. When b = 0, X and Y are not related.

_______ 17. If zero is contained in the 95% confidence interval for b, we may reject Ho: b = 0 at the 0.05 level of significance.

_______ 18. If in a regression analysis the explained sum of squares is 75 and the unexplained sum of square is 25, r2 = 0.33.

_______ 19. In general, the smaller the dispersion of observed points about a fitted regression line, the larger the value of the coefficient of determination.

_______ 20. When small values of Y tend to be paired with small values of X, the relationship between X and Y is said to be inverse.

_______ 21. An alternative hypothesis (Ha) is a theory that contradicts the null hypothesis. The alternative hypothesis will be accepted when there is strong evidence leading us to reject the null hypothesis.

_______ 22. The p-value of a test depends on the observed data, but the critical values of a test do not.                                                                                 

_______ 23. Other things being equal, decreasing α increases β.

_______ 24. The larger the p-value associated with a test of hypothesis, the stronger the support for the null hypothesis.

_______ 25. The probability that the test statistic will fall in the critical region, given that H0 is true, represents the probability of making a type II error.

_______ 26. When the null hypothesis is true, the probability that the test statistic will fall in the critical region is call the level of significance of the test.   

_______ 27. When we reject a true null hypothesis, we commit a Type I error.

_______ 28. The alternative hypothesis is the hypothesis that is tested.

_______ 29. The larger the p-value, the stronger the evidence against the null hypothesis.

_______ 30. A small p-value provides evidence supporting the alternative hypothesis.

_______ 31. The p-value of a test is the probability of getting a test statistic as extreme as or more extreme than the observed one. The probability is calculated based on the assumption that the null hypothesis is false.

_______ 32. If the p-value for a test is greater than or equal to the level of significance, we may reject H0.
_______ 33. A type I error can occur only when the statistician decides to reject the null hypothesis.

_______ 34. The alternative hypothesis always contains a statement of equality.

_______ 35. If we fail to reject the null hypothesis, we conclude that the null hypothesis may be true.

_______ 36. In general, in most practical hypothesis-testing situations, the level of significance and the p-value will be the same.

_______ 37. Mathematically, b0 represents the Y-intercept of the line relating X and Y. But practically speaking, it often times is not interpretable. Only if the value     of 0 is within the relevant range on the X-values we can interpret b0 as the average value of Y when X=0. Relevant range refers to the region between the minimum and maximum X-values observed in the sample.

_______38. The quantity 
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 is the same as the mean square error (MSE) or 
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. It is the variability of the data points around the line.

_______39. A correlation coefficient of 0.65 indicates a stronger linear relationship between two variables than does a correlation coefficient of -0.65.
______  40. In general, the larger the dispersion of observed points about a fitted regression line, the larger the value of the coefficient of determination of 0.42.
______  41. Given the statistically significant sample regression equation 
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 = 4-3x, we know that in the sample x and y and inversely related.
______  42. The correlation coefficient is the proportion of total variation in Y that is explained by X.
______  43. Given Ho: β1 = 0 and Ha: β1 ≠ 0, intuitively, we would be unable to reject the null hypothesis if the sample slope 
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  was close to “0”. The farther it was from “0” the more plausible the alternative hypothesis would be. 

______  44. Rejection of H0 in regression analysis implies that there is not a statistically significant relationship between X and Y.
______  45. Type II error is the probability or risk assumed by accepting the null hypothesis when it is actually false.
______ 46. A z or t statistic tells us the number of standard deviation our sample slope is from Zero under the null. The larger the z, the more plausible Ha:

______ 47. Given the statistically significant sample regression equation y = -3 + 5x, we know that in the sample X and Y are inversely related.
______ 48. A type I error is the rejection of a true null hypothesis.
______ 49. In general, the smaller the dispersion of observed points about fitted regression line, the larger the value of the coefficient of determination.

_______ 50. At the 5% level, 
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is said to deviate form β1 by more than 1.96 standard deviations, at most 5% of the time (hence, favors Ha)

_______ 51. Given Ho: µ = 8.8, Ha: µ ≠ 8.8 and Z = 
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= -4 indicates that the value 7.2 is 4 standard error below 8.8.
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